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Dear editor,
Although face-sketch synthesis generates a sketch
from a given face photo automatically [1], it is
an open research problem in computer vision [2–
4]. Recently, several deep neural network (DNN)
methods for face-sketch synthesis have been pro-
posed with considerable results. However, the
knowledge of the human sketch-drawing order is
not yet exploited much in the existing DNN meth-
ods. Generally, in deep learning, if some inter-
mediate knowledge is explicitly embedded in the
DNN layers during learning, the problem of over-
fitting will be reduced significantly to achieve bet-
ter performance. In neuroscience, the principle
is commonly used in DNN-based sensory cortex
modeling [5]. Moreover, by enforcing the DNN
training with functional magnetic resonance imag-
ing data, as well as electrophysiological data at
different layers, the prediction performance of the
trained model is increased significantly. Although
our study is in line with these studies, we use
the sequential sketching data to enforce the sketch
predictions of different DNN layers in the train-
ing model. Thus, we propose a new DNN by
constraining the face-sketch drawing orders using
five key intermediate images in human sketching,

which has the advantage of implicitly embedding
the human cognitive knowledge in the DNN-based
sketch learning.

Because the existing face-sketch datasets do
not contain intermediate sketches for a given
face photo and cannot support to train our face-
sketch synthesis network, we present a new order-
enforced face-sketch dataset named Ord-Sketch.
It is based on the face photos from the CUHK
and CUFSF datasets. In our proposed Ord-
Sketch dataset, for each face photo, 25 interme-
diate sketches with incremental degrees of fineness
are sequentially collected using standard drawing
procedures. Then, we propose a multi-stage net-
work for sketch synthesis by enforcing the sketch-
drawing order, called SO-Net. Then, owing to
the limitation of memory, only five sketches from
the total of 25 intermediate sketches, are se-
lected as the intermediate supervision for the pro-
posed SO-Net. Hence, the SO-Net consists of five
stages, each of which adopts a conditional GAN
(cGAN) [6,7] architecture to learn the correspond-
ing intermediate sketches.

Order-enforced photo-to-sketch dataset. Our
Ord-Sketch dataset is constructed by face pho-
tos and the corresponding sketches with incre-
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mental degrees of fineness. The dataset contains
400 face photos of 400 identities, 188 photos for
Chinese identities from the CUHK dataset, and
212 for non-Chinese identities from the CUFSF
dataset. Figure 1(a) shows an example sequence
of 25 sketches for a given face photo in the Ord-
Sketch dataset. In over-all, we included 400
face photos and 10000 sketches in the Ord-Sketch
dataset. Then, after data collection, we aligned
all the sketches based on the key facial landmarks
using 2D similarity transformations. Also, we
cropped all the sketches and face photos and re-
sized them to 256×256 pixels (see Appendix A for
more details).

Face-sketch synthesis network with human

sketch-drawing order enforcement. Figure 1(b)
shows the architecture of the proposed SO-Net.
Although there is a sequence of 25 sketches with
incremental degrees of fineness for each identity in
the Ord-Sketch dataset, only five key intermediate
sketches (1st, 7th, 15th, 20th, and 25th) are uti-
lized to train the SO-Net in this study. Further, it
is a good recommendation for future work to use
all the 25 intermediate sketches to train the sketch
synthesis network. The network and training de-
tails can be found in Appendix B.

Hence, the proposed SO-Net is a five-stage net-
work with face photos as input. It generates
five intermediate sketches for each identity with
a multi-stage network. At each stage of the net-
work, it uses a cGAN [7] to learn the intermediate
sketch, whereas a U-net [8] is adopted as the gen-
erator and a Patch-GAN [7] is also adopted as the
discriminator.

Let P denote an input face photo in the Ord-
Sketch dataset, Z denote the initial random noise,
{Y1, . . . , Y5} denote the set of real sketches at each
stage, and Y ′

1 , . . . , Y
′
5 denote the set of synthesized

sketches at each stage. Also, we depict the ran-
dom noise at stage i to be Zi (i = 2, 3, 4, 5). The
generator Gi at stage i is trained to generate Y ′

i

as follows:

Y ′
i
=

{

Gi(Z|P ), i = 1,

Gi(Zi|(P, Y
′
i−1)), i = 2, 3, 4, 5.

Loss functions. In general, our total loss is the
sum of three losses: reconstruction loss Li

rec, edge
loss Li

edge, and adversarial loss Li

adv:

L =

5
∑

i=1

λ1L
i

rec + λ2L
i

edge + Li

adv, (1)

where λ1 and λ2 are loss weights. However, the
reconstruction loss is used to calculate the differ-
ence between the predicted sketch and the ground

truth. Inspired by [7], we use L1 norm for the re-
construction loss. The reconstruction loss for the
generator at a stage i is expressed as follows:

Li

rec = ‖Yi − Y ′
i
‖1.

Because image edges have an important influence
on face sketches, we used edge loss to enforce the
edge constraint of the synthesized sketches of each
stage. The edge loss of stage i is expressed as fol-
lows:

Li

edge = ‖K · Yi −K · Y ′
i
‖1,

where K is the Sobel kernel.
Then, the basic adversarial loss for a cGAN is

used as the loss for the discriminator loss at each
stage of our network, and it is expressed as follows:

Li

adv

=











logDi(Y
′
i
|P ) + log(1 −Di(Gi(Z|P ))), i = 1,

logDi(Y
′
i
|P, Y ′

i−1)

+ log(1−Di(Gi(Zi|P, Y
′
i−1))), i = 2, 3, 4, 5,

where Gi and Di represent the generator and the
discriminator at the i-th stage, respectively.

The optimal generators and discriminators are
obtained by solving a min-max optimization on
Gi and Di (i = 1, . . . , 5) with L in (1). We train
our proposed SO-Net with an iterative strategy.
At the beginning of the training iterations, we
trained the network with gradient ascend and de-
scend with all the network parameters. However,
after some training epochs, e.g., 88 × 1000 steps,
the training of our network becomes unstable, so
we improve the training strategy by deploying the
divide-and-conquer approach (see Algorithm B1 of
Appendix B for training details).

Experimental results. We conducted experi-
ments on face-sketch synthesis using our proposed
SO-Net method. Then, comparing the results to
the other four methods, our method achieves the
best SSIM, MS-SSIM, and MR scores and com-
petitive PSNR score. Also, the synthesized face
sketches with our proposed SO-Net achieved the
best NLDA scores in the sketch-based face recog-
nition (see Appendixes C and D for details).

Conclusion. In this study, initially, we created
an order-enforced face-sketch dataset, called Ord-
Sketch. The dataset contains 400 face photos,
and each is accompanied by a set of 25 sketches
with incremental degrees of fineness. Based on
the Ord-Sketch, we proposed a multi-stage sketch
synthesis network, called SO-Net, where we used
five intermediate sketches as sketch-drawing or-
der constraints. Moreover, experimental results
demonstrated that the proposed network outper-
forms several state-of-the-art methods. Although
we achieve significant results with our dataset and
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Figure 1 (Color online) (a) An example sequence of 25 sketches for a given photo in the Ord-Sketch dataset. The five
key sketches selected for training are highlighted with blue rectangles. (b) The architecture of SO-Net, which is a five-stage
cGAN model with photos as input.

model, there are still problems yet to be addressed,
such as how to effectively utilize all the 25 sketches
corresponding to a face photo for face synthesis.
Besides, our Ord-Sketch dataset is expected to mo-
tivate related researches on face-sketch synthesis.
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