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Using eye tracking technology can help us under-
stand reading behavior. Furthermore, sharing the
teacher’s eye tracking features resulted in improv-
ing the students’ comprehension of the same read-
ing material [1]. On the other hand, a user’s
intention can be analyzed by physiological data,
such as electroencephalogram (EEG) [2]. EEG is
closely related to human cognition [3]. Recently,
researchers have tried to use EEG-based engage-
ment measures to augment learning activities. The
BRAVO system constantly analyzes users’ brain
activity, and estimates their attention and medita-
tion levels, and presents users with learning mate-
rial that only results in high engagement [4]. FO-
CUS is an EEG augmented reading system that
monitors a child’s engagement level in real time,
and it provides contextual brain computer inter-
action (BCI) training sessions to improve a child’s
reading engagement [5]. This study proposed an
approach to serve novice readers, i.e., students,
and recorded eye tracking and EEG data of the
teacher and then converted the raw data into visu-
alized measures. During the reading process, the
students adjusted their reading patterns accord-
ing to their teachers’ visualization, and improved
reading comprehension.

Eye tracking related measures. How fast a para-
graph is read and how many times the person read
the same paragraph are the most discriminative
features for measuring comprehension [6]. We de-
fined three measures: reading speed for a single
area of interest (AOI), reading time for each AOI,

switching frequency between two AOIs, and de-
note p as a time threshold in the AOI, and q as a
time threshold between two AOIs (the values of p
and q are set empirically) [1].

EEG related measures. Reading engagement
has been referred to as general intent on reading
and writing, the capacity to focus on text meaning
and avoid distractions, and the state of immersion
in the narrative [7]. We define reading engage-
ment based on EEG measures and denote E as
the value of reading engagement when an individ-
ual user is reading a specific AOI. It is calculated
as follows [5]:

E =
β

α+ θ
, (1)

where α, β, θ represents the amplitude of the al-
pha wave rhythm, beta wave rhythm, and theta
wave rhythm, respectively. E is able to identify
changes in engagement related to external stimuli
(e.g., AOI). To avoid differences across all individ-
uals, we calculate a normalized value Enorm (0 to
1) as

Enorm =
E − Emin

Emax − Emin
, (2)

where E represents the engagement of an individ-
ual, and Emax and Emin represent the maximum
and minimum levels of engagement across all in-
dividuals, respectively. The smaller Enorm is, the
lower the engagement level the individual user has.

Prototype system. The prototype system we de-
veloped includes two main modules: teacher mod-
ule and student module. The teacher module is
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Figure 1 (Color online) (a) The usage scenario of prototype system; (b) teachers’ visualizations of eye tracking and EEG
data; (c) visualizations of difference between student’s and teacher’s eye tracking and EEG data; (d) example of engagement
from teacher and student; (e) example of engagement difference for one student.

mainly composed of two components: data acqui-
sition and data visualization. The former imports
eye tracking and EEG data from the external eye
tracker and EEG equipment. The latter gener-
ates visualization with eye tracking and EEG data.
The system can detect if the user’s gaze fixation
enters the current specific AOI for a while (longer
than the time threshold p), and then both the eye
tracking and EEG data from this time are im-
ported to data acquisition components, until the
gaze fixation shifts to another AOI for a while
(longer than the time threshold q). The student
module displays the teacher’s visualization while
students are reading, and also engagement differ-
ences between students and teachers.

User study setup. Our study recruited two kinds
of participants: teachers and students. We invited
a teacher with a strong computer science academic
background who was fluent in English. Twenty
students were recruited from the local participant

pool, and they majored in computer science. None
of them had any visual impairment. To keep En-
glish comprehension level similar, students have
similar scores in CET-4 (college english test band
4)1). The scenario is shown in Figure 1(a). The
participant wears the eye tracker and Emotiv2) to
record eye tracking and EEG data, respectively.

We used a headset eye tracker, which is based
on the pupil center cornea reflection (PCCR)
method [8] to collect eye movement data. We con-
ducted the 9-point calibration achieved the track-
ing accuracy with 0.8 degree of the visual angle.
We used Emotiv to record EEG data, which used
14 electrode sensors with two bipolar reference
electrodes spatially organized using the Interna-
tional 10–20 system.

The study contained two phases: pre-study and
formal study. With a pre-study , we excluded stu-
dent participants who read very fast or slowly [1].
During the formal study, the teacher’s eye track-

1) http://cet-bm.neea.edu.cn/.
2) https://www.emotiv.com/.
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ing and EEG data were recorded and visualized
for sharing with the students later. For student
participants, all of them read the same paper that
the teacher read. We divided students into ex-
perimental group and control group (each group
had 10 students). The students in the experimen-
tal group could watch the visualizations, but the
students in the control group could not watch the
visualizations.

Results. Figure 1(b) shows the teachers’ visual-
izations of eye tracking and EEG data: the lighter
gray indicates fast reading, thicker border indi-
cates more times, and the thicker linked line indi-
cates more gaze switching [1]; and the green circle
indicates reading engagement level (larger means
higher). Figure 1(c) shows the visualizations while
students are reading. Additionally, there are rect-
angles on the top left of each AOI representing the
differences (between students and teacher). The
blue rectangle indicates the difference in engage-
ment, and the yellow rectangle indicates the dif-
ference in reading time. For rectangles, the in-
crease in width corresponds with an increase in
differences.

(1) Visualization influences engagement. We
found that the engagement of students in the ex-
perimental group was similar to that of the teacher
(highlighted with red ovals as shown in Fig-
ure 1(d)), but with time delay. That means that
the student made engagement adjustments after
seeing the visualizations. Furthermore, as shown
in Figure 1(e), the engagement differences between
student and teacher decreased gradually over the
reading process. This means that, by watching the
visualizations, the student’s engagement pattern
became more and more like that of the teacher.

(2) Comprehension performance increase. Stu-
dents were asked to answer the comprehension
questions (total score was 5) about the paper by
recalling what they read. Paired T-tests showed
that control group and experimental group had
significant different scores (control groupM = 2.4,
SD = 0.7, and experimental group M = 3.3,
SD = 0.8; t = 2.377, p < 0.05) and compre-
hension questions answering time (control group
M = 453.8 s, SD = 69.3 s, and experimental group
M = 409.6 s, SD = 64.2 s; t = −2.089, p < 0.05).
It indicated that the experimental group spent less
time to answer the questions with the help of the
visualizations. We also found that the average en-
gagement across all AOIs and all students in the
experimental group was 0.84, and in the control
group, it was 0.70.

(3) Subjective feedback. We used scale to ask
participants to rate each type of visualization.

They rated the yellow rectangle (the difference in
reading time) to be the most helpful for reading
comprehension, and rated the green circle (read-
ing engagement level) and blue rectangle (the dif-
ference in engagement) as being “very helpful” for
improving their concentration. We also found that
students thought the reading time for each AOI
and switching frequency between two AOIs were
more useful.

Conclusion. We designed the visualizations of
the eye tracking and EEG data to provide a guide
for the students during their reading process. Our
pilot study showed that the visualization provided
a good guide for students to help them grasp the
important content and to understand the logical
structure of the paper, which improved their read-
ing comprehension.
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