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Abstract This paper studies the stabilization problem of delayed memristive neural networks under event-

triggered control. A refined switching event-trigger scheme that switches between variable sampling and

continuous event-trigger can be designed by introducing an exponential decay term into the threshold func-

tion. Compared with the existing mechanisms, the proposed scheme can enlarge the interval between two

successively triggered events and therefore can reduce the amount of triggering times. By constructing a

time-dependent and piecewise-defined Lyapunov functional, a less-conservative criterion can be derived to

ensure global stability of the closed-loop system. Based on matrix decomposition, equivalent conditions in

linear matrix inequalities form of the above stability criterion can be established for the co-design of both

the trigger matrix and the feedback gain. A numerical example is provided to demonstrate the effectiveness

of the theoretical analysis and the advantages of the refined switching event-trigger scheme.
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1 Introduction

Over the past decade, memristive neural networks (MNNs), whose connection weights are implemented

and determined through the use of memristors [1], have received considerable research attention [2–9].

Unlike the traditional neural networks, MNNs have more powerful storage and computing capacities, thus,

resulting to their applicability in various application areas such as data storage, secure communication,

and image processing [10,11]. It is a well-known fact that the stability of MNNs is the basic precondition

for these applications. However, an MNN is naturally a switched system, and the switching law is

majorly dependent on the evolution of system states. To be more specific, the MNN with n neurons

consists of 2n subsystems. Such a switching characteristic may lead to undesirable dynamical phenomena

such as oscillation, bifurcation, and even chaos. Furthermore, time-delays are inevitable in the hardware

implementation of MNNs because of the finite switching speed of amplifiers [12]. They are often one of

the primary reasons for the degradation of system performance. Hence, the stabilization issue of delayed

memristive neural networks (DMNNs) is extremely significant and many meaningful results have been

reported [13–17]. However, it is noteworthy that the control methods involved in the aforementioned

*Corresponding author (email: huangxia qd@126.com)

http://crossmark.crossref.org/dialog/?doi=10.1007/s11432-019-2664-7&domain=pdf&date_stamp=2020-10-9
https://doi.org/10.1007/s11432-019-2664-7
info.scichina.com
link.springer.com
https://doi.org/10.1007/s11432-019-2664-7
https://doi.org/10.1007/s11432-019-2664-7


Yan Z L, et al. Sci China Inf Sci November 2020 Vol. 63 212201:2

literature for stabilization of DMNNs are mostly point-to-point control, except the method proposed

in [17]. It should be noted that a prerequisite for point-to-point control is that sensors must send the

signals to controllers in a continuous way. It may result in the over-occupation of limited network

resources.

Owing to the rapid development of computer network and communication technology in recent years,

considerable attention has been paid to networked control systems (NCSs) [18, 19]. NCS is naturally a

kind of spatially distributed system in which plants, sensors, actuators, and controllers are linked through

a shared digital communication network [20]. NCSs have many great features such as low installation and

maintenance costs, flexible system architecture, and increased reliability compared with the conventional

control systems. Because of these competitive advantages, NCS has potential applications in various fields

including smart grids, aircraft, and mobile sensor networks [21, 22]. However, the digital communication

network is usually constrained by the limited bandwidth and energy sources. Therefore, how to design

an energy-efficient communication protocol to relieve the over-occupation of communication channels has

become the most urgent problem facing NCS. Event-triggered control (ETC), as a perfect candidate, has

been proposed as it strikes a balance between network resources and the system performance. An ETC

contains an event generator, which is placed between the sensor and the controller. The sampling action

can be executed and the new measurement can be sent to update the controller only when the relative

change between the current state and the latest measurement exceeds a predefined threshold. By doing

so, the network communication burden can be effectively mitigated, meanwhile, a satisfactory closed-loop

performance can be maintained.

It is noteworthy that studies on ETC have hitherto received the attention of researchers in different dis-

ciplines. As a result, several effective event-trigger mechanisms have been proposed. First, a continuous

ETC was proposed to investigate the input-to-state stability of a closed-loop system in [23]. For the con-

tinuous ETC, the sensors need to continuously detect the event-trigger conditions to determine whether

to transmit the sampled data or not. It can significantly reduce the frequency of data transmission

and thus, avoid unnecessary energy consumption. However, in some cases, especially in the presence of

measurement noise or external disturbances, continuous ETC can result in the Zeno phenomenon, which

makes it inapplicable for many real-world systems [24]. To solve this problem, a periodic ETC, which

tries to strike a balance between periodic sampled-data control and continuous ETC, has been proposed

for linear systems [25]. In addition, several other event-trigger mechanisms such as threshold-dependent

ETC and sampled-based ETC, have been proposed. For more details, interested readers refer to [26–32]

and the references cited therein.

Recently, a switching event-triggered control (SETC) was proposed in [33] for linear systems with

polytopic-type uncertainties. Compared with the aforementioned ETC, SETC switches between the

periodic sampling and continuous event-trigger. It can guarantee a positive minimal interval between

any two successively triggered events. Hence, SETC not only can eliminate the Zeno phenomenon but

can also significantly reduce the frequency of data transmission. Subsequent studies have confirmed that

SETC is effective and technically feasible [34–36]. However, the following issues need to be considered.

(1) Generally speaking, a relatively large threshold function in the triggering condition implies a smaller

probability that the event will be triggered. Therefore, how to moderately increase the threshold function

in SETC to further reduce the triggering times is a question worthy of an in-depth discussion. (2) In

engineering, the aperiodic sampling approach is more reasonable and practicable than periodic sampling

if intermittent sensor breakdown is considered. Hence, how to refine the existing SETC mechanism is of

great theoretical and practical significance.

Inspired by the foregoing discussions, this paper addresses the global stabilization of DMNNs via a

refined switching event-triggered control (RSETC). The main contributions of this paper are as follows:

(1) A refined SETC, in which periodic sampling is replaced by aperiodic sampling and an exponential

function is introduced into the predefined threshold function, is proposed. The refined SETC can further

enlarge the interval between two successively triggered events and thus can reduce the triggering times.

(2) A time-dependent and piecewise-defined Lyapunov functional is constructed to obtain less conservative

criteria for global stabilization of the DMNNs. (3) We also propose a way in which co-design of the trigger
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matrix and the feedback gain can be fulfilled by solving a set of linear matrix inequalities (LMIs).

Notations. Throughout this paper, R and R
n refer to the real space and the n-dimensional Euclidean

space, respectively. For a matrix A, A > 0 (A < 0) implies that A is a symmetric positive definite

(respectively, symmetric negative definite) matrix. AT and A−1 denote the transpose and the inverse

of matrix A, respectively. S (A) represents the expression A + AT. diag{·, · · · , ·} represents a diagonal

matrix. I and 0 denote an identity matrix and zero matrix with appropriate dimensions, respectively.

col{·} represents a column vector. In block symmetric matrices, the symbol ∗ is used to represent the

elements induced using symmetry. In addition, C([a, b],Rn) represents a family of continuous functions

from [a, b] to R
n, and C1([a, b],Rn) denotes a family of continuously differentiable functions from [a, b] to

R
n.

2 Problem formulation and preliminaries

Consider the following DMNNs with n-neuron:

ẋi(t) = −dixi(t) +

n∑

j=1

aij(xj(t))fj(xj(t)) +

n∑

j=1

bij(xj(t))fj(xj(t− τ(t))) + ui(t), (1)

where xi(t), i = 1, 2, . . . , n, denotes the state of the ith neuron; di > 0 denotes the self-inhibition of the ith

neuron; τ(t) denotes the time-varying delay of system (1) that satisfies the constraints 0 6 τ(t) 6 τ and

τ̇ (t) 6 µ < 1; fj(·) represents the activation function of the jth neuron that satisfies the condition fj(0) =

0; and ui(t) denotes the control input. The memristive connection weights aij(xj(t)) and bij(xj(t)) can

be defined as

aij(xj(t)) =

{
a′ij , |xj(t)| 6 Tj ,

a′′ij , |xj(t)| > Tj ,
bij(xj(t)) =

{
b′ij , |xj(t)| 6 Tj ,

b′′ij , |xj(t)| > Tj ,

where Tj > 0 refers to the switching jump, and a′ij , a
′′
ij , b

′
ij , b

′′
ij are constants satisfying the condition

a′ij 6= a′′ij , b
′
ij 6= b′′ij for i, j = 1, 2, . . . , n. The initial conditions of DMNNs (1) are assumed to be xi(t)

= ϕi(t) ∈ C([−τ, 0],R).

It is noteworthy that owing to the discontinuity of aij(·) and bij(·), DMNNs (1) is fundamentally a

system that can be described using a class of differential equations with discontinuous right-hand sides.

The solutions of system (1) should be considered in the Filippov’s sense. Next, we introduce the definition

of Filippov solution.

Definition 1 ([37]). Consider the system ẋ(t) = f(t, x), x ∈ R
n, with discontinuous right-hand sides.

A set-valued map can be defined as

F (t, x) =
⋂

ς>0

⋂

µ(N)=0

co[f(t, B(x, ς)\N)],

where co[E] represents the closure of the convex hull of set E, B(x, ς) = {y : ‖y− x‖ 6 ς, y ∈ R
n, ς > 0},

and µ(N) represents the Lebesgue measure of set N . A solution in Filippov’s sense for the above system

with initial condition x(0) = x0 is an absolutely continuous function x(t), t ∈ [0, T ), which satisfies the

condition x(0) = x0 and differential inclusion

ẋ(t) ∈ F (t, x)

for a.e. t ∈ [0, T ).

Let aij = max{a′ij , a′′ij}, ãij = min{a′ij , a′′ij}, bij = max{b′ij , b′′ij}, b̃ij = min{b′ij, b′′ij}, âij =
aij+ãij

2 ,

ǎij =
aij−ãij

2 , b̂ij =
bij+b̃ij

2 , b̌ij =
bij−b̃ij

2 . According to differential inclusion theory [38] and Definition 1,

it follows that

ẋi(t) ∈ −dixi(t) +

n∑

j=1

(âij + ǎijco {−1, 1})fj(xj(t)) +

n∑

j=1

(b̂ij + b̌ijco {−1, 1})fj(xj(t− τ(t))) + ui(t),
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where co{−1, 1} = [−1, 1]. In the light of the measurable selection theorem [38], there exist measurable

functions ∆1
ij(t) ∈ co{−1, 1} and ∆2

ij(t) ∈ co{−1, 1}, such that

ẋi(t) = −dixi(t) +

n∑

j=1

(âij + ǎij∆
1
ij(t))fj(xj(t)) +

n∑

j=1

(b̂ij + b̌ij∆
2
ij(t))fj(xj(t− τ(t))) + ui(t). (2)

Let x(t) = [x1(t), x2(t), . . . , xn(t)]
T, D = diag{d1, d2, . . . , dn}, A = [âij ]n×n, B = [b̂ij ]n×n, f(x(t)) =

[f1(x1(t)), f2(x2(t)), . . . , fn(xn(t))]
T, ∆k(t) = diag{∆k

11(t), . . . ,∆
k
1n(t), . . . ,∆

k
n1(t), . . . ,∆

k
nn(t)}, A1 =

[
√
ǎ11δ1, . . . ,

√
ǎ1nδ1, . . . ,

√
ǎn1δn, . . . ,

√
ǎnnδn]n×n2 , AT

2 = [
√
ǎ11δ1, . . . ,

√
ǎ1nδn, . . . ,

√
ǎn1δ1, . . . ,√

ǎnnδn]n×n2 , B1 = [
√
b̌11δ1, . . . ,

√
b̌1nδ1, . . . ,

√
b̌n1δn, . . . ,

√
b̌nnδn]n×n2 , BT

2 =[
√
b̌11δ1, . . . ,

√
b̌1nδn, . . . ,√

b̌n1δ1, . . . ,
√
b̌nnδn]n×n2 , u(t) = [u1(t), u2(t), . . . , un(t)]

T, in which δi ∈ R
n represents a column vec-

tor with i-element being 1 and the other elements being 0, and ∆k(t)∆k(t) 6 I for k = 1, 2. Thus,

system (2) can be recast as the following compact form:

ẋ(t) = −Dx(t) + (A+A1∆1(t)A2)f(x(t)) + (B +B1∆2(t)B2)f(x(t − τ(t))) + u(t). (3)

This paper aims to address the stabilization problem of DMNNs (1) within the framework of ETC. An

RSETC scheme can be devised to stabilize system (1). First, the event-trigger-based sampling instants are

represented as 0 = t0 < t1 < · · · < tk < · · · , limk→∞tk = ∞. The working principle of the RSETC is as

follows. Suppose the measurement x(tk) is transmitted to the controller at the instant tk. Subsequently,

the sensor waits for hk seconds. At the instant tk + hk, the sensor starts to continuously supervise the

event-triggering condition. Once the condition is satisfied, the sensor will send the new measurement

x(tk+1) to update the controller at the instant tk+1. Then, the event-triggering condition to determine

the sampling instants can be defined as

tk+1 = min
{
t > tk + hk | (x(t) − x(tk))

TΩ(x(t)− x(tk)) > γxT(t)Ωx(t) + αe−βt
}
, (4)

where Ω > 0 refers to the trigger matrix, α > 0, β > 0, and γ > 0 are given scalars, and hk denotes the

variable sampling-period that satisfies the condition hk ∈ [λ1, λ2], where λ1 and λ2 (λ2 > λ1 > 0) are the

known lower and upper bounds of hk, respectively. The controller can be designed on the basis of the

above event-triggering mechanism as follows:

u(t) = −Fx(tk), t ∈ [tk, tk+1), (5)

where F denotes the feedback gain to be determined later. Note that the control inputs are only updated

at the sampling instants, and the zero-order holder is used to maintain the continuity of the control

signal.

Remark 1. Note that RSETC (4) combines the idea of SETC and a novel threshold function in a

comprehensive way. The newly-designed triggering mechanism switches between the variable sampling

and continuous event-trigger mechanisms, which can not only prevent the Zeno phenomenon but also

lighten the heavy workload of the communication network. Specifically, unlike the existing event-trigger

mechanisms [26, 29, 33–35], the predefined threshold function in RSETC (4) consists of two parts. In

addition to the common term γx(t)TΩx(t), the other term αe−βt is intentionally introduced into the

threshold function. Owing to the incorporation of αe−βt, the threshold function in the event-triggering

condition can become relatively large, which may postpone the triggering time of the next required data

and thus can result in further network resource savings. We demonstrate the advantages of the proposed

event-trigger mechanism (4) in Section 4 by comparing it with some existing event-triggering mechanisms.

Remark 2. It is noteworthy that, unlike the periodic sampling in SETC mechanism [33–35], the

sampling period hk in triggering condition (4) lies in the interval [λ1, λ2]. Thus, it implies that the break

time for sensors is not necessarily constant and may vary between λ1 and λ2. Actually, the sampling

period cannot remain invariant all the time in practical control systems owing to the undesirable physical

environments such as intermittent sensor breakdown that may exist. Therefore, variable sampling is
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more general and practical. In particular, the RSETC (4) can degenerate into the variable sampling as

presented in [39,40] when α = γ = 0. It can also degenerate into the SETC scheme as reported in [33–35]

when α = 0 and hk = h.

Under controller (5), system (3) can be expressed as

ẋ(t) = −Dx(t) + (A+A1∆1(t)A2)f(x(t)) + (B +B1∆2(t)B2)f(x(t− τ(t))) − Fx(tk). (6)

Particularly, system (6) with event-trigger mechanism (4) can be treated as a system under variable

sampling for t ∈ [tk, tk+hk), and as a system under continuous event-trigger for t ∈ [tk+hk, tk+1). Thus,

system (6) can be rewritten as the following two subsystems:

ẋ(t)=−Dx(t)+(A+A1∆1(t)A2)f(x(t))+(B+B1∆2(t)B2)f(x(t−τ(t)))−Fx(t−ρ(t)), t∈ [tk, tk+hk), (7)

ẋ(t) = −Dx(t)+(A+A1∆1(t)A2)f(x(t))+(B+B1∆2(t)B2)f(x(t−τ(t)))−Fx(tk), t ∈ [tk+hk, tk+1), (8)

where ρ(t) is defined as ρ(t) , t − tk, for t ∈ [tk, tk + hk). In this paper, ρ(t) is regarded as the input

delay. Obviously, ρ(t) < hk.

In this paper, the following assumption and lemmas are introduced.

Assumption 1. The activation function fi(·) satisfies the following condition:

m−
i 6

fi(x) − fi(y)

x− y
6 m+

i , for x, y ∈ R, x 6= y, i = 1, 2, . . . , n,

where m−
i and m+

i denote the given constants.

Lemma 1 ( [41]). For a given matrix M > 0 and a continuously differentiable function e(s) ∈ C1

([a, b],Rn), the following inequality holds:

−
∫ b

a

ėT(s)Mė(s)ds 6 − 1

b− a
vT




4M 2M −6M

∗ 4M −6M

∗ ∗ 12M


 v

in which v = col{e(b), e(a), 1
b−a

∫ b

a
e(s)ds}.

Lemma 2 ([42]). For a real scalar ε > 0 and real matrices Λ, Ui, Vi and Wi (i = 1, . . . , n), if the

following condition: [
Λ U1 + εV1 · · · Un + εV n

∗ diag{ −εS (W1), . . . , −εS (Wn) }

]
< 0

holds, then

Λ +
n∑

i=1

S
(
UiW

−1
i V T

i

)
< 0.

3 Main results

In this section, we first derive some sufficient conditions to guarantee the globally asymptotical stability

of the closed-loop system (6). Subsequently, the design method for the feedback gain is proposed based

on the sufficient conditions obtained to ensure the global stabilization of the DMNNs (1).

Theorem 1. For given scalars α > 0, β > 0, γ > 0, δ > 0, λ2 > λ1 > 0 and feedback gain F , the

closed-loop system (6) is globally asymptotically stable, if there exist matrices P > 0, Q > 0, R > 0,

S > 0, U > 0, Ω > 0, diagonal matrices N1 > 0, N2 > 0, Z1 > 0, Z2 > 0, Z3 > 0, Z4 > 0, and arbitrary

matrices Y1, Y2, X , X1, ∀hk ∈ [λ1, λ2], satisfying the following constraints:

Π1(hk) =



P + hk

S (X)

2
hk(−X +X1)

∗ hk

(
−S (X1) +

S (X)

2

)


 > 0, (9)
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Π2(hk) =




Σ(hk) ξ1 ξ2 ξ3 ξ4

∗ −Z1 0 0 0

∗ ∗ −Z2 0 0

∗ ∗ ∗ −Z3 0

∗ ∗ ∗ ∗ −Z4




< 0, (10)

Π3(hk) =




Θ(hk) ξ1 ξ2 ξ3 ξ4

∗ −Z1 0 0 0

∗ ∗ −Z2 0 0

∗ ∗ ∗ −Z3 0

∗ ∗ ∗ ∗ −Z4




< 0, (11)

Π4 =




Γ η1 η2 η3 η4

∗ −Z1 0 0 0

∗ ∗ −Z2 0 0

∗ ∗ ∗ −Z3 0

∗ ∗ ∗ ∗ −Z4




< 0, (12)

where Σ(hk) = [Σij ]9n×9n, Θ(hk) = [Θij ]9n×9n, Γ = [Γij ]8n×8n are symmetric matrices, and Σ11 =

2δP+Q− 4R
τ
e−2δτ+hkS+

δλ2hk

2 S− 4U
λ2

e−2δλ2+ 2δhk−1
2 S (X)−Y T

1 D−DY1−M1N1, Σ12 = P+ hk

2 S (X)+
λ2hk

4 S − Y T
1 −DY2, Σ14 = − 2U

λ2
e−2δλ2 − Y T

1 F + (2δhk − 1)(−X +X1), Σ15 = Θ15 = Γ15 = − 2R
τ
e−2δτ ,

Σ16 = Θ16 = Γ16 = 6R
τ
e−2δτ , Σ17 = Θ17 = 6U

λ2
e−2δλ2 , Σ18 = Θ18 = Γ17 = Y T

1 A + M2N1, Σ19 =

Θ19 = Γ18 = Y T
1 B, Σ22 = τR + hkU − Y T

2 − Y2, Σ24 = hk(−X +X1)− Y T
2 F , Σ28 = Θ28 = Γ27 = Y T

2 A,

Σ29 = Θ29 = Γ28 = Y T
2 B, Σ33 = Θ33 = Γ33 = −(1 − µ)e−2δτQ − M1N2, Σ39 = Θ39 = Γ38 = M2N2,

Σ44 = − 4U
λ2

e−2δλ2 + (2δhk − 1)(S (X)
2 − S (X1)), Σ47 = Θ47 = 6U

λ2
e−2δλ2 , Σ55 = Θ55 = Γ55 = − 4R

τ
e−2δτ ,

Σ56 = Θ56 = Γ56 = 6R
τ
e−2δτ , Σ66 = Θ66 = Γ66 = − 12R

τ
e−2δτ , Σ77 = Θ77 = − 12U

λ2
e−2δλ2 , Σ88 = Θ88 =

Γ77 = AT
2 (Z1 + Z3)A2 −N1, Σ99 = Θ99 = Γ88 = BT

2 (Z2 + Z4)B2 −N2, Θ11 = Σ11 − 2hkS − δhkS (X),

Θ12 = Σ12− hk

2 S (X), Θ14 = Σ14−2δhk(−X+X1), Θ22 = Γ22 = Σ22−hkU , Θ24 = Γ24 = −Y T
2 F , Θ44 =

Σ44+2δhk(S (X1)−S (X)
2 ), Γ11 = 2δP+Q− 4R

τ
e−2δτ+γΩ−Ω−Y T

1 D−DY1−M1N1, Γ12 = P−Y T
1 −DY2,

Γ14 = Ω − Y T
1 F , Γ44 = −Ω, other blocks represent zero matrices and ξ1 = col{Y T

1 A1, 08n×n}, ξ2 =

col{Y T
1 B1, 08n×n}, ξ3 = col{0n×n, Y

T
2 A1, 07n×n}, ξ4 = col{0n×n, Y

T
2 B1, 07n×n}, η1 = col{Y T

1 A1, 07n×n},
η2 = col{Y T

1 B1, 07n×n}, η3 = col{0n×n, Y
T
2 A1, 06n×n}, η4 = col{0n×n, Y

T
2 B1, 06n×n}.

Proof. Choose a time-dependent and piecewise-defined Lyapunov functional defined as follows:

V (t) =





V̄ (t) =

6∑

i=1

Vi(t), t ∈ [tk, tk + hk),

Ṽ (t) =

3∑

i=1

Vi(t), t ∈ [tk + hk, tk+1),

where

V1(t) = xT(t)Px(t),

V2(t) =

∫ t

t−τ(t)

e2δ(s−t)xT(s)Qx(s)ds,

V3(t) =

∫ t

t−τ

∫ t

θ

e2δ(s−t)ẋT(s)Rẋ(s)dsdθ,

V4(t) = ρ1(t)ρ(t)x
T(t)Sx(t),

V5(t) = ρ1(t)

∫ t

t−ρ(t)

e2δ(s−t)ẋT(s)Uẋ(s)ds,
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V6(t) = ρ1(t)

[
x(t)

x(t− ρ(t))

]T



S (X)

2
−X +X1

∗ −S (X1) +
S (X)

2




[
x(t)

x(t − ρ(t))

]
,

and ρ1(t) = tk + hk − t.

First, the inequality (9) can guarantee that V1(t) + V6(t) is positive definite as

V1(t) + V6(t) = ωT(t)



P + ρ1(t)

S (X)

2
ρ1(t)(−X +X1)

∗ ρ1(t)

(
−S (X1) +

S (X)

2

)


ω(t),

= ωT(t)



hk − ρ1(t)

hk

[
P 0

0 0

]
+

ρ1(t)

hk



P + hk

S (X)

2
hk(−X +X1)

∗ hk

(
−S (X1) +

S (X)

2

)





ω(t)

=
hk−ρ1(t)

hk

ωT(t)

[
P 0

0 0

]
ω(t)+

ρ1(t)

hk

ωT(t)



P+hk

S (X)

2
hk(−X+X1)

∗ hk

(
−S (X1)+

S (X)

2

)


ω(t),

where ω(t) = col{x(t), x(t − ρ(t))}. Obviously, Vi(t), i = 2, . . . , 5 are positive definite. Thus, both V̄ (t)

and Ṽ (t) are positive definite.

By evaluating the derivative of Vi(t), i = 1, 2, . . . , 6, along the trajectories of the system (6), we obtain

V̇1(t) = 2xT(t)P ẋ(t),

V̇2(t) = −2δV2(t) + xT(t)Qx(t) − (1− τ̇ (t))e−2δτ(t)xT(t− τ(t))Qx(t − τ(t))

6 −2δV2(t) + xT(t)Qx(t) − (1− µ)e−2δτxT(t− τ(t))Qx(t − τ(t)),

V̇3(t) = −2δV3(t) + τẋT(t)Rẋ(t)−
∫ t

t−τ

e2δ(s−t)ẋT(s)Rẋ(s)ds

6 −2δV3(t) + τẋT(t)Rẋ(t)− e−2δτ

∫ t

t−τ

ẋT(s)Rẋ(s)ds,

V̇4(t) = (ρ1(t)− ρ(t))xT(t)Sx(t) + 2ρ1(t)ρ(t)x
T(t)Sẋ(t),

V̇5(t) = −2δV5(t) + ρ1(t)ẋ
T(t)Uẋ(t)−

∫ t

t−ρ(t)

e2δ(s−t)ẋT(s)Uẋ(s)ds

6 −2δV5(t) + ρ1(t)ẋ
T(t)Uẋ(t)− e−2δλ2

∫ t

t−ρ(t)

ẋT(s)Uẋ(s)ds,

V̇6(t) = −
[

x(t)

x(t− ρ(t))

]T



S (X)

2
−X +X1

∗ −S (X1) +
S (X)

2




[
x(t)

x(t− ρ(t))

]

+ρ1(t)
[
ẋT(t)(S (X))x(t) + 2ẋT(t)(−X +X1)x(t− ρ(t))

]
.

Based on Lemma 1, we obtain

V̇3(t) 6 −2δV3(t) + τẋT(t)Rẋ(t)− 1

τ
e−2δτ




x(t)

x(t− τ)

v1(t)




T 


4R 2R −6R

∗ 4R −6R

∗ ∗ 12R







x(t)

x(t − τ)

v1(t)


 , (13)

V̇5(t) 6 −2δV5(t) + ρ1(t)ẋ
T(t)Uẋ(t)− 1

λ2
e−2δλ2




x(t)

x(t− ρ(t))

v2(t)




T 


4U 2U −6U

∗ 4U −6U

∗ ∗ 12U







x(t)

x(t− ρ(t))

v2(t)


 , (14)
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where v1(t) =
1
τ

∫ t

t−τ
x(s)ds, and v2(t) =

1
ρ(t)

∫ t

t−ρ(t)
x(s)ds.

With Assumption 1, for diagonal matrices N1 > 0, N2 > 0, we obtain

[
x(t)

f(x(t))

]T [
−M1N1 M2N1

M2N1 −N1

][
x(t)

f(x(t))

]
> 0, (15)

[
x(t− τ(t))

f(x(t− τ(t)))

]T [
−M1N2 M2N2

M2N2 −N2

][
x(t − τ(t))

f(x(t− τ(t)))

]
> 0, (16)

where M1 = diag{m−
1 m

+
1 ,m

−
2 m

+
2 , . . . ,m

−
nm

+
n }, and M2 = diag{ (m−

1
+m

+

1
)

2 ,
(m−

2
+m

+

2
)

2 , . . . ,
(m−

n +m+
n )

2 }.
In addition, the following facts are needed to derive the main results:

ρ1(t)ρ(t) 6
(ρ1(t) + ρ(t))2

4
6

λ2(ρ1(t) + ρ(t))

4
.

The following proof is divided into two parts according to the segmented intervals: [tk, tk + hk) and

[tk + hk, tk+1).

Case 1. When t ∈ [tk, tk + hk), for system (7), the Lyapunov functional V̄ (t) =
∑6

i=1Vi(t) can be

employed. In addition, for free-weighting matrices Y1 and Y2 with appropriate dimensions, we obtain

0 = 2
[
xT(t)Y T

1 + ẋT(t)Y T
2

]
[−ẋ(t)−Dx(t) +A(t)f(x(t)) +B(t)f(x(t − τ(t))) − Fx(t− ρ(t))] , (17)

where A(t) = A+A1∆1(t)A2, and B(t) = B +B1∆2(t)B2.

Also, for diagonal matrices Z1 > 0, Z2 > 0, Z3 > 0, Z4 > 0 with appropriate dimensions, we obtain

2xT(t)Y T
1 A1∆1(t)A2f(x(t)) 6 xT(t)Y T

1 A1∆1(t)Z
−1
1 ∆1(t)A

T
1 Y1x(t) + fT(x(t))AT

2 Z1A2f(x(t)),

2xT(t)Y T
1 B1∆2(t)B2f(x(t− τ(t))) 6 xT(t)Y T

1 B1∆2(t)Z
−1
2 ∆2(t)B

T
1 Y1x(t)

+ fT(x(t− τ(t)))BT
2 Z2B2f(x(t− τ(t))),

2ẋT(t)Y T
2 A1∆1(t)A2f(x(t)) 6 ẋT(t)Y T

2 A1∆1(t)Z
−1
3 ∆1(t)A

T
1 Y2ẋ(t) + fT(x(t))AT

2 Z3A2f(x(t)),

2ẋT(t)Y T
2 B1∆2(t)B2f(x(t− τ(t))) 6 ẋT(t)Y T

2 B1∆2(t)Z
−1
4 ∆2(t)B

T
1 Y2ẋ(t)

+ fT(x(t− τ(t)))BT
2 Z4B2f(x(t− τ(t))).

It is noteworthy that ∆k(t)∆k(t) 6 I (k = 1, 2). Thus, we can obtain the following expressions:

2
[
xT(t)Y T

1 + ẋT(t)Y T
2

]
[−ẋ(t)−Dx(t) +A(t)f(x(t)) +B(t)f(x(t − τ(t))) − Fx(t− ρ(t))]

6 2
[
xT(t)Y T

1 + ẋT(t)Y T
2

]
[−ẋ(t)−Dx(t) +Af(x(t)) +Bf(x(t− τ(t))) − Fx(t− ρ(t))]

+ xT(t)Y T
1

[
A1Z

−1
1 AT

1 +B1Z
−1
2 BT

1

]
Y1x(t) + ẋT(t)Y T

2

[
A1Z

−1
3 AT

1 +B1Z
−1
4 BT

1

]
Y2ẋ(t)

+ fT(x(t))AT
2 (Z1 + Z3)A2f(x(t)) + fT(x(t − τ(t)))BT

2 (Z2 + Z4)B2f(x(t− τ(t))). (18)

According to the inequalities (13)–(18), we can conclude that

˙̄V (t) + 2δV̄ (t) 6 ξT(t)

[
ρ1(t)

hk

(Σ(hk) + Ξ) +
ρ(t)

hk

(Θ(hk) + Ξ)

]
ξ(t),

where ξ(t) = col{x(t), ẋ(t), x(t − τ(t)), x(t − ρ(t)), x(t − τ), v1(t), v2(t), f(x(t)), f(x(t − τ(t)))}, and Ξ =

ξ1Z
−1
1 ξT1 + ξ2Z

−1
2 ξT2 + ξ3Z

−1
3 ξT3 + ξ4Z

−1
4 ξT4 . On the basis of Schur complement [43], Σ(hk) + Ξ < 0 and

Θ(hk) + Ξ < 0 are equivalent to (10) and (11), respectively. Hence, we can conclude that

˙̄V (t) + 2δV̄ (t) 6 0, t ∈ [tk, tk + hk). (19)

Case 2. When t ∈ [tk + hk, tk+1), for system (8), the Lyapunov functional Ṽ (t) =
∑3

i=1Vi(t) can be

adopted. Thus, in accordance with (17), we have

0 = 2
[
xT(t)Y T

1 + ẋT(t)Y T
2

]
[−ẋ(t)−Dx(t) +A(t)f(x(t)) +B(t)f(x(t − τ(t))) − Fx(tk)] .



Yan Z L, et al. Sci China Inf Sci November 2020 Vol. 63 212201:9

A comprehensive analysis of the event-triggering condition (4) and (13)–(18) leads to

˙̃
V (t) + 2δṼ (t) 6 ηT(t)(Γ + Γ0)η(t) + αe−βt,

where η(t) = col{x(t), ẋ(t), x(t− τ(t)), x(tk), x(t− τ), v1(t), f(x(t)), f(x(t− τ(t)))} and Γ0 = η1Z
−1
1 ηT1 +

η2Z
−1
2 ηT2 + η3Z

−1
3 ηT3 + η4Z

−1
4 ηT4 . In the light of Schur complement, Γ + Γ0 < 0 is equivalent to (12),

which shows that
˙̃
V (t) + 2δṼ (t) 6 αe−βt, t ∈ [tk + hk, tk+1). (20)

From the definition of V (t), it is clear that

V4(tk) = V5(tk) = V6(tk) = 0, lim
t→(tk+hk)−

V4(t) = lim
t→(tk+hk)−

V5(t) = lim
t→(tk+hk)−

V6(t) = 0.

Thus, we have

lim
t→tk

V (t) = V (tk), lim
t→tk+hk

V (t) = V (tk + hk).

This implies that V (t) is continuous at tk and tk + hk. Thus, the piecewise-defined Lyapunov functional

V (t) is continuous on [0,+∞). For t ∈ [tk + hk, tk+1), integrating (20) with respect to t yields

V (t) 6 V (tk + hk)e
−2δ(t−tk−hk) +

∫ t

tk+hk

e−2δ(t−s)αe−βsds

6 V (tk)e
−2δ(t−tk) +

∫ t

tk+hk

e−2δ(t−s)αe−βsds

6 V (tk)e
−2δ(t−tk) +

∫ t

tk

e−2δ(t−s)αe−βsds

6 V (tk−1 + hk−1)e
−2δ(t−tk−1−hk−1) +

∫ t

tk−1+hk−1

e−2δ(t−s)αe−βsds

6 (V (tk−1)e
−2δhk−1)e−2δ(t−tk−1−hk−1) +

∫ t

tk−1+hk−1

e−2δ(t−s)αe−βsds

6 V (tk−1)e
−2δ(t−tk−1) +

∫ t

tk−1

e−2δ(t−s)αe−βsds

6 · · · 6 V (0)e−2δt +

∫ t

0

e−2δ(t−s)αe−βsds.

For t ∈ [tk, tk + hk), repeating the same procedure for (19), we can arrive at the same conclusion. In

summary, V (t) can be estimated as

V (t) 6





(
V (0)− α

2δ − β

)
e−2δt +

α

2δ − β
e−βt, if β 6= 2δ,

(V (0) + αt)e−2δt, if β = 2δ.

When t → +∞, it is easy to discover that e−2δt → 0, e−βt → 0, and te−2δt → 0. Hence, the closed-loop

system (6) is globally asymptotically stable. Thus, the proof is completed.

Remark 3. It is noteworthy that closed-loop system (6) is actually a time-dependent switched system

owing to the introduction of RSETC to the controlled system (1). Thus, how to construct an appropriate

Lyapunov functional to analyze the stability of system (6), is a tricky problem. Motivated by [33–35], a

time-dependent and piecewise-defined Lyapunov functional V (t) is constructed. To be specific, for the

variable sampling interval [tk, tk+hk), the time-dependent Lyapunov functional V̄ (t) is employed, and for

the continuous event-triggering interval [tk + hk, tk+1), the time-independent Lyapunov functional Ṽ (t)

is adopted. Obviously, the difference between V̄ (t) and Ṽ (t) lies on V4(t), V5(t), and V6(t). These three

Lyapunov functionals contain the available information of the system states at the points tk and tk + hk,

which can help to reduce the conservativeness of the obtained stability results. Further, the requirement
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˙̃
V (t) + 2δṼ (t) 6 0 is relaxed to

˙̃
V (t) + 2δṼ (t) 6 αe−βt on the interval [tk + hk, tk+1). This implies that

the conservativeness of the obtained results can be further reduced. In addition, it is obvious that the

continuity of V (t) at tk and tk +hk plays an important role in the proof of Theorem 1, which guarantees

the globally asymptotical stability of system (6) on [0,+∞).

Owing to the existence of a variable parameter hk, it is hard to verify the conditions under which

Theorem 1 holds. To solve this issue, the following equivalent condition of Theorem 1 is proposed.

Theorem 2. For given scalars α > 0, β > 0, γ > 0, δ > 0, λ2 > λ1 > 0 and feedback gain F , system

(6) is globally asymptotically stable, if there exist matrices P > 0, Q > 0, R > 0, S > 0, U > 0, Ω > 0,

diagonal matrices N1 > 0, N2 > 0, Z1 > 0, Z2 > 0, Z3 > 0, Z4 > 0, and arbitrary matrices Y1, Y2, X ,

X1, such that for h̃k ∈ {λ1, λ2},

Π1(h̃k) > 0, Πi(h̃k) < 0, and Π4 < 0 (21)

hold, where Π1(·), Πi(·), and Π4 have the same definition as those in Theorem 1, for i = 2, 3.

Proof. Obviously, Theorem 2 can be deduced from Theorem 1, so it is only necessary to prove that

Theorem 1 is true if Theorem 2 holds. Because hk ∈ [λ1, λ2], it yields hk = θλ1 + (1 − θ)λ2, 0 6 θ 6 1.

From the perspective of Theorem 2, it is clear that Π1(λ1) > 0 and Π1(λ2) > 0. Owing to the fact that

0 6 θ 6 1, it is easy to observe that

Π1(hk) = Π1(0) + hk




S (X)

2
−X +X1

∗ −S (X1) +
S (X)

2




= Π1(0) + (θλ1 + (1− θ)λ2)




S (X)

2
−X +X1

∗ −S (X1) +
S (X)

2




= θΠ1(λ1) + (1 − θ)Π1(λ2) > 0.

By applying the Schur complement to Π2(h̃k) as proposed in (21), we have

Π2(h̃k) = Σ(h̃k) + Ξ = Σ(0) + h̃k∆+ Ξ < 0,

where ∆ = [∆ij ]9n×9n denotes a symmetric matrix, ∆11 = S + δλ2

2 S + δS (X), ∆12 = λ2

4 S + 1
2S (X),

∆14 = −2δ(X − X1), ∆22 = U , ∆24 = −X + X1, ∆44 = δS (X) − 2δS (X1), other blocks are zero

matrices. Thus, we obtain

Π2(hk) = Σ(0) + hk∆+ Ξ

= Σ(0) + (θλ1 + (1 − θ)λ2)∆ + Ξ

= θΠ2(λ1) + (1− θ)Π2(λ2) < 0.

Similarly, Π3(h̃k) < 0 can guarantee that Π3(hk) < 0. Furthermore, the inequality Π4 < 0 is always true

because it is independent of the parameter hk. Thus, the proof is completed.

Remark 4. Considering the intermittent sensor breakdowns and limited network resources, aperiodic

sampling technique may be more practical and meaningful in contrast with the periodic sampling tech-

nique. However, the existence of hk can result in the nonlinearity and increase the complexity of (9)–(12)

as shown in Theorem 1. It can be seen from the proof of Theorem 2 that (9)–(12) are convex in [λ1, λ2].

This implies that if they are feasible for λ1 and λ2, then they are feasible for all hk ∈ [λ1, λ2]. In other

words, Theorem 2 establishes an LMI-based criterion, in which hk is only restricted at the two endpoints

λ1 and λ2. This criterion contains four LMIs and (11n2 +5n) scalar decision variables and can be tested

easily using the LMI toolbox in MATLAB.

Remark 5. It is obvious that Theorem 2 is the necessary condition of Theorem 1. To prove that

Theorem 2 is the sufficient condition of Theorem 1, Schur complement and matrix decomposition can
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be used so that Πi(hk) can be expressed as a linear combination of Πi(λ1) and Πi(λ2). To be specific,

Πi(hk) = θΠi(λ1) + (1 − θ)Πi(λ2) for 0 6 θ 6 1, i = 1, 2, 3. It is obvious that the sign of Πi(hk) is

determined using the sign of Πi(λ1) and Πi(λ2). Hence, the sufficiency of the theorem can be proved.

It is noteworthy that LMIs (21) are nonlinear with respect to the feedback gain F . Hence, it is necessary

to provide a design method for F . Next, it is clear that F can be designed by solving a group of LMIs.

Theorem 3. For given scalars α > 0, β > 0, γ > 0, δ > 0, λ2 > λ1 > 0, ρ1 > 0, ρ2 > 0, and ρ3 > 0,

system (1) can be globally asymptotically stabilized using the controller (5), if there exist matrices P > 0,

Q > 0, R > 0, S > 0, U > 0, Ω > 0, diagonal matrices N1 > 0, N2 > 0, Z1 > 0, Z2 > 0, Z3 > 0, Z4 > 0,

and arbitrary matrices Y1, Y2, X , X1, W , V , for any h̃k ∈ {λ1, λ2}, such that


P + h̃k

S (X)

2
h̃k(−X +X1)

∗ h̃k

(
−S (X1) +

S (X)

2

)


 > 0, (22)




Σ̃(h̃k) ξ1 ξ2 ξ3 ξ4 Φ1 + ρ1Υ1

∗ −Z1 0 0 0 0

∗ ∗ −Z2 0 0 0

∗ ∗ ∗ −Z3 0 0

∗ ∗ ∗ ∗ −Z4 0

∗ ∗ ∗ ∗ ∗ −ρ1W − ρ1W
T




< 0, (23)




Θ̃(h̃k) ξ1 ξ2 ξ3 ξ4 Φ1 + ρ2Υ1

∗ −Z1 0 0 0 0

∗ ∗ −Z2 0 0 0

∗ ∗ ∗ −Z3 0 0

∗ ∗ ∗ ∗ −Z4 0

∗ ∗ ∗ ∗ ∗ −ρ2W − ρ2W
T




< 0, (24)




Γ̃ η1 η2 η3 η4 Φ2 + ρ3Υ2

∗ −Z1 0 0 0 0

∗ ∗ −Z2 0 0 0

∗ ∗ ∗ −Z3 0 0

∗ ∗ ∗ ∗ −Z4 0

∗ ∗ ∗ ∗ ∗ −ρ3W − ρ3W
T




< 0, (25)

where ρ1 > 0, ρ2 > 0, and ρ3 > 0 represent the tuning parameters, Σ̃(h̃k) = [Σ̃ij ]9n×9n, Θ̃(h̃k) =

[Θ̃ij ]9n×9n, Γ̃ = [Γ̃ij ]8n×8n, Σ̃14 = − 2U
λ2

e−2δλ2 − V + (2δh̃k − 1)(−X + X1), Σ̃24 = h̃k(−X + X1) − V ,

Θ̃14 = − 2U
λ2

e−2δλ2 − V +X −X1, Θ̃24 = −V , Γ̃14 = Ω− V , Γ̃24 = −V , and the remaining terms of the

matrices Σ̃(h̃k), Θ̃(h̃k), Γ̃ are the same as the corresponding elements in matrices Σ(h̃k), Θ(h̃k), Γ(h̃k)

defined in Theorem 2, respectively. And, Φ1 = col{−Y T
1 + W,−Y T

2 + W, 07n×n}, Φ2 = col{−Y T
1 +

W,−Y T
2 + W, 06n×n}, Υ1 = col{03n×n, V

T, 05n×n}, Υ2 = col{03n×n, V
T, 04n×n}. Furthermore, the

feedback gain can be expressed as F = W−1V .

Proof. Applying Lemma 2 to (23), we obtain



Σ̃(h̃k) ξ1 ξ2 ξ3 ξ4

∗ −Z1 0 0 0

∗ ∗ −Z2 0 0

∗ ∗ ∗ −Z3 0

∗ ∗ ∗ ∗ −Z4




+ S







Φ1

0

0

0

0




W−1
[
ΥT

1 0 0 0 0
]




< 0,
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which is equivalent to




Σ̃(h̃k) + S (Φ1W
−1ΥT

1 ) ξ1 ξ2 ξ3 ξ4

∗ −Z1 0 0 0

∗ ∗ −Z2 0 0

∗ ∗ ∗ −Z3 0

∗ ∗ ∗ ∗ −Z4




< 0.

According to the expressions of Σ̃(h̃k), Φ1 and Υ1, the above inequality is equivalent to




Σ(h̃k) ξ1 ξ2 ξ3 ξ4

∗ −Z1 0 0 0

∗ ∗ −Z2 0 0

∗ ∗ ∗ −Z3 0

∗ ∗ ∗ ∗ −Z4




< 0.

Furthermore, Π2(h̃k) < 0 can be derived from (23). Π3(h̃k) < 0 and Π4 < 0 can be derived from (24)

and (25) in the same manner, respectively. Thus, the proof is completed.

4 Numerical simulations

Consider DMNNs (1) with n = 2, fj(xj) = tanh(xj), j = 1, 2, τ(t) = et

1+et 6 1, d1 = d2 = 1, and

a11(x1(t)) =

{
1, |x1(t)| 6 1.3,

1.2, |x1(t)| > 1.3,
a12(x2(t)) =

{
− 3.7, |x2(t)| 6 1.3,

− 2.2, |x2(t)| > 1.3,

a21(x1(t)) =

{
− 0.1, |x1(t)| 6 1.3,

− 0.12, |x1(t)| > 1.3,
a22(x2(t)) =

{
2.8, |x2(t)| 6 1.3,

3.3, |x2(t)| > 1.3,

b11(x1(t)) =

{
− 3.7, |x1(t)| 6 1.3,

− 4.5, |x1(t)| > 1.3,
b12(x2(t)) =

{
− 0.5, |x2(t)| 6 1.3,

− 0.1, |x2(t)| > 1.3,

b21(x1(t)) =

{
− 1.08, |x1(t)| 6 1.3,

− 2.12, |x1(t)| > 1.3,
b22(x2(t)) =

{
− 2.5, |x2(t)| 6 1.3,

− 2.36, |x2(t)| > 1.3.

Figure 1 shows the chaotic attractor of DMNNs (1) with the initial conditions (−1.3, 0.8)T and the above

system parameters. From Figure 1, it is clear that the system (1) without controller is unstable.

By calculation, we obtain

τ = 1, µ = 0.25, M1 = diag{0, 0}, M2 = diag{0.5, 0.5},

A =

[
1.1 −2.95

−0.11 3.05

]
, B =

[
−4.1 −0.3

−1.6 −2.43

]
, D =

[
1 0

0 1

]
,

A1 =

[√
0.1

√
0.75 0 0

0 0
√
0.01

√
0.25

]
, B1 =

[√
0.4

√
0.2 0 0

0 0
√
0.52

√
0.07

]
,

AT
2 =

[√
0.1 0

√
0.01 0

0
√
0.75 0

√
0.25

]
, BT

2 =

[√
0.4 0

√
0.52 0

0
√
0.2 0

√
0.07

]
.

Herein, we present some comparisons to illustrate the advantages of RSETC (4) over the existing

triggering mechanisms. We compare Theorems 2 and 3 with the existing results obtained based on

SETC [33–35].
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Figure 1 (Color online) The chaotic attractor of system (1) with initial conditions (−1.3, 0.8)T.
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Figure 2 (Color online) State trajectories of xi(t) and the

sampled data xi(tk) (i = 1, 2).

Figure 3 (Color online) Triggering times.

Comparison based on Theorem 2. Let γ = 0.01, δ = 0.1, λ1 = 0.01, λ2 = 0.06, and the feedback

gain F = [ 8 0.2

0.1 9
]. When h̃k = 0.01, the trigger matrix can be solved as Ω = [ 2.8662 −0.0730

−0.0730 2.9409
] based on

Theorem 2. Similarly, for h̃k = 0.06, the trigger matrix can be solved as Ω = [ 6.1214 −0.6842

−0.6842 7.2381
]. In the

simulations, the simulation time is set as Ttime = 10 s. ts and ms represent the triggering times and

data transmission rate, respectively. Figure 2 shows the time response of the closed-loop system (6) with

h̃k = 0.06. According to Theorem 2, system (1) achieves global stabilization under controller (5) using

the RSETC scheme (4). Figure 3 shows the triggering times when using RSETC (4) with h̃k = 0.06.

Figures 4 and 5 show the triggering instants and the corresponding triggering intervals based on the

SETC and RSETC schemes (4), respectively. Obviously, the average triggering interval of RSETC is

much larger than that of SETC, which indicates that RSETC can significantly reduce the amount of

triggering times.

From the comparison data in Table 1, it is obvious that the amount of triggering times of RSETC

has decreased by more than 66% compared with SETC. Furthermore, the simulation results presented

in Tables 1 and 2 show that the amount of triggering times relates to the trigger parameters α and β.

Intuitively, a larger α and a smaller β can result in a smaller triggering times.

Comparison based on Theorem 3. Let γ = 0.001, δ = 0.1, λ1 = 0.01, λ2 = 0.014. When h̃k = 0.01,

by solving LMIs (22)–(25), we can obtain the feedback gain F = [ 36.7909 3.7137

3.7521 30.3402
], and the trigger matrix

Ω = [ 0.0530 0.0009

0.0009 0.0562
]. Similarly, for h̃k = 0.014, the feedback gain can be calculated as F = [ 35.1410 1.1940

1.5200 32.0547
],

and the trigger matrix can be solved as Ω = [ 0.5759 −0.0325

−0.0325 0.6141
]. Figure 6 illustrates the time response of the

closed-loop system (6) with h̃k = 0.014. According to Theorem 3, system (1) achieves global stabilization
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Figure 4 (Color online) Triggering instants and trigger-

ing intervals based on the SETC scheme.

Figure 5 (Color online) Triggering instants and trigger-

ing intervals based on the RSETC scheme.

Table 1 Comparison of triggering times ts for RSETC and SETC schemes at h̃k = 0.06

Method Parameters ts ms (%)

SETC [33–35] α = 0, β = 1 130 100

RSETC α = 0.01, β = 1 55 42

RSETC α = 0.1, β = 1 44 33

Table 2 Comparison of triggering times ts for different β at h̃k = 0.06

Method Parameters ts ms (%)

RSETC α = 0.1, β = 5 127 100

RSETC α = 0.1, β = 2 93 73

RSETC α = 0.1, β = 1 44 34
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Figure 6 (Color online) State trajectories of xi(t) and the

sampled data xi(tk) (i = 1, 2).

Figure 7 (Color online) Triggering instants under the

RSETC (4) and SETC schemes.

Table 3 Comparison of the triggering times ts between RSETC and SETC schemes at h̃k = 0.014

Method Parameters ts ms (%)

SETC [33–35] α = 0, β = 5 333 100

RSETC α = 0.001, β = 5 235 70

RSETC α = 0.01, β = 5 227 68

using the RSETC scheme (4). Figure 7 shows the event-triggering instants when using RSETC (4) and

SETC schemes. In Figure 7, the values “2” and “1” denote the triggering instants for RSETC (4) and

SETC, respectively.

From Table 3, it is obvious that the amount of the triggering times for the RSETC scheme has fallen
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Table 4 Comparison of triggering times ts for different β at h̃k = 0.014

Method Parameters ts ms (%)

RSETC α = 0.01, β = 7 290 100

RSETC α = 0.01, β = 5 227 78

RSETC α = 0.01, β = 3 170 58

by more than 31% compared with the SETC scheme. This suggests that the network resources can be

significantly saved by introducing an exponential decay term αe−βt and meanwhile, the performance of

the closed-loop system can be preserved. Table 4 shows that a smaller value of β in the RSETC scheme

corresponds to a smaller triggering times when the parameter α remains unchanged.

5 Conclusion

In this paper, we explored global stabilization of DMNNs within the framework of event-triggered control.

We developed a RSETC scheme by replacing constant sampling with variable sampling and incorporating

an exponential decay term into the predefined threshold function. We showed that introducing the

exponential decay term can increase the threshold function moderately and can help to reduce the amount

of triggering times effectively. We also constructed a time-dependent and piecewise-defined Lyapunov

functional V (t), which considers the available information of system states over each interval [tk, tk +hk)

and [tk + hk, tk+1). Subsequently, we established two less-conservative criteria (i.e., Theorems 1 and 2)

to guarantee the globally asymptotical stability of closed-loop DMNNs. We also proposed a method for

the co-design of both the feedback gain and the trigger matrix by employing a decoupling approach, as

shown in Theorem 3. Finally, we demonstrated the feasibility and superiority of the proposed event-

trigger scheme and the theoretical results by a numerical simulation example. Our future work would

focus on the actuator saturation and packet dropouts problems of the DMNNs.
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