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Appendix A Numerical strategy

The electrothermal process taken place in a RRAM consists of ion migration, current transport, and thermal conduction.

The electrical simulation can be performed by solving the ion transport equation and current continuity equation, i.e.

∇ ·
(
µ(T )nD

−→
E −D(T )∇nD

)
=
∂nD

∂t
+RG (A1)

∇ · (σ (T )∇V ) = 0 (A2)

where V is the voltage, T is the local temperature,
−→
E = −∇V is the electric field, µ (T ) is the temperature-dependent

mobility, nD is the ion concentration, and RG is the generation/recombination rate. σ (T ) is temperature-dependent

electrical conductivity, and for the doped HfO2, we have [1]

σ (T ) = σ0 (nD) exp

(
−
EAC

kBT

)
(A3)

where kB is the Boltzmann’s constant and EAC is the activation energy for conduction. σ0 (nD) is the pre-exponential factor,

and it is ion density-dependent. The ion diffusion coefficient D(T ) is temperature activated according to the Arrhenius

law [1]

D (T ) = D0exp

(
−
EAC

kBT

)
(A4)

where D0 is the diffusion coefficient at T0 = 300K.

The thermal analysis is conducted by solving the following governing equation

ρCp (T )
∂T

∂t
= κ (T )∇2T +Q (A5)

where Cp(T ) and κ(T ) are the temperature-dependent heat capacity and thermal conductivity of the materials, respectively.

A nonlinear thermal conductivity model for HfOx is specified as [2]

κHfO = κHfO0 (nD) (1 + λ (T − T0)) (A6)

where λ = 0.01 is the linear thermal coefficient. κHfO0 (nD) is the thermal conductivity at T0 = 300K, and it is a function

of doping concentration [3].

It is worth noting that material parameters in (A1), (A2) and (A5) are temperature-dependent, thereby providing links

between electric and thermal fields during electrothermal co-simulation. The material parameters used here are summarized

in Table A1.
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Table A1 Physical parameters of the involved materials

Comp. Materials Physical parameters

B/W Line

Pt

κPt = 71.6W/(m ·K)

σPt = 8.9× 106S/m

CPt = 131.4J/Kg · ◦C

PGEC [4,5]
κPE = 0.5W/(m ·K)

σPt = 6.8× 106S/m

CF HfO2

κCF : Eq.(6)

σCF : Eq.(3)

CPt = 445J/Kg · ◦C

Dioxide HfO2

κox = 0.5W/(m ·K)

σox : Eq.(3)

Cox = 445J/Kg · ◦C

High κ Insulator Si3N4 [6]

κSiN = 0.02W/(m ·K)

σSiN = 1.0× 10−10S/m

CSiN = 710J/Kg · ◦C

Selector poly-Si

κs = 11.7W/(m ·K)

σs = 2.07× 106S/m, on− state
σs = 2.0× 10−2S/m, off − state

Cs = 133J/Kg · ◦C

Figure A1 Hierarchical structure of the developed parallel simulator.

Figure A2 The control volume cell ωi around vertex vi for triangle meshing grid.

Figure A1 outlines the hierarchical structure of the in-house developed parallel simulator. As stated in the figure, the

geometric model, as well as input information, is loaded at first and then the JANMIN evenly divides the whole model into

distributed patches using the METIS software package [7]. After that, each patch is assigned to one process according to

the inherent workload distribution scheme. To balance the workloads and dynamically minimize the number of successive

subdomains allocated to each process, massage passing interface (MPI) parallel programming scheme is utilized. On each

patch, the ion transport equation and current continuity equation are solved and subsequently, the heat generation rate is

calculated as the source in heat conduction equation. During this process, the FEM is employed to discretize the current
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continuity and heat conduction equations, while the FVFE-SG method is implemented for the ion migration governing

equation [8]. A HYPER-PCG solver is utilized to solve the system matrix equation on each patch.

Following, the implementation of the FVFE-SG method over control volume cell ωi shown in Figure A2 are addressed

below. The governing equation (A1) is integrated over the volume cell ωi

1

q

∫
Ωi

∇ ·
−→
J dΩ =

∫
Ωi

∂nD

∂t
dΩ +

∫
Ωi

RdΩ (A7)

The Divergence theorem is applied to the left-hand side of (A7) to obtain its weak form, i.e.

1

q

∫
Ωi

(−→
J · −→n

)
dS =

∫
Ωi

∂n

∂t
dΩ +

∫
ΓN

hdS +

∫
Ωi

RdΩ (A8)

where ∂ωi is the boundary of ωi. By involving the standard Lagrangian basis N , the particle density within each mesh

element can be expanded as

n =
∑

m∈Ωtri∪ΓN

nD,mNm +
∑

m∈ΓD

nD,m(t)Nm (A9)

where limitsm∈Ωtri∪ΓN
denotes that the vertex vm is in the interior of calculated domain or on the Neumann boundary,

limitsm∈ΓD
denotes that the vertex vm belongs to the Dirichlet boundary, and nD,m(t) is the time-dependent Dirichlet

boundary value at the vertex vm. As shown in Figure A2, the control volume cell around the vertex vi is composed of five

parts belonging to five different mesh grids. To describe the problem more clearly, the integration over the part in mesh

cell δijo will be elaborated in the following.

With the consideration of the upwind effect, the current density
−→
J described in (A8) should be modified to SG formulation

at each edge of the mesh cell. The SG formulation along the edge eij is expressed as∣∣∣−→J ij

∣∣∣ =
µnEij

2

(
nD,j [coth (aij) + 1]− nD,i [coth (aij)− 1]

)
(A10)

where aij is the Reynolds number along the edge eij, and it can be calculated by aij = µnEij lij/(2Dn). lij is the length of

edge eij, and Eij is the electric field intensity on edge eij. As mentioned above, the edge current is no longer perpendicular

to the adjacent segment of boundary ∂ωi in the proposed FVFEM-SG. To get the outward norm, the Nedelec edge basis

space is employed to interpolate the upwind edge current in (A10) to the center of adjacent segment of boundary ∂ωi by

−→
J =

∑
emp∈E(∆ijo)

∣∣∣−→J mp

∣∣∣ · −→Wmp (A11)

By substituting (A9)-(A11) into (A8), the integration over the area ∆ijo ∩ ∂Ωi can be obtained as

∑
m∈∆ijo

∂nD,m(t)

∂t

∫
∆ijo∩Ωi

NmdΩ

−
∑

emp∈E(∆ijo)

µnEij

2

(
nD,j [coth (aij) + 1]− nD,i [coth (aij)− 1]

)
·
∫

∆ijo∩∂Ωi

−→
Wmp · −→n dS

= −
∫

ΓN

hdS −
∫

∆ijo∩Ωi

RdΩ (A12)

Although the second term in the left-hand side of (A12) is over the edges, it operates on the node degree of freedoms.

Therefore, (A12) can be further simplified by rewriting the second term as double sum, i.e.

∑
m∈∆ijo

∂nD,m(t)

∂t

∫
∆ijo∩Ωi

NmdΩ

−
∑

m∈∆ijo

nD,p

∑
emp∈E(∆ijo)

σmp
µnEmp

2
(coth (amp)− σmp) ·

∫
∆ijo∩∂Ωi

−→
Wmp · −→n dS

= −
∫

ΓN

hdS −
∫

∆ijo∩Ωi

RdΩ (A13)

where σmp = −1 if emp is oriented from vm to vp, and σmp = 1 if emp is oriented in the opposite direction. By calculating

(A13) at all vertices in the mesh cell δijo, the matrix form of (A13) can be derived as

[Me]
∂

∂t
{nD} − [Ke] {nD} = {fe} (A14)

where Ke is the upwind stiffness matrix and its element can be calculated by

Ke,ip =
∑

emp∈E(∆ijo)

σmp
µnEmp

2
(coth (amp)− σmp) ·

∫
∆ijo∩∂Ωi

−→
Wmp · −→n dS (A15)

Me is the damping matrix and its element can be calculated by
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Me,ip =

∫
∆ijo∩Ωi

NpdΩ (A16)

fe is the column vector and its element can be calculated by

fe,i = −
∫

ΓN

hdS −
∫

∆ijo∩Ωi

RdΩ (A17)

Using the backward difference with respect to time, (A14) can be discretized as

([Me]−∆t [Ke]) {nD}t+∆t = [Me] {nD}t + ∆t {fe} (A18)

where δt is the time step for time evolution. The system equation for the problem domain can be obtained by summing

(A18) over all elements as

([M ]−∆t [K]) {nD}t+∆t = [M ] {nD}t + ∆t {f} (A19)

where K is the system upwind stiffness matrix, and M is the system damping matrix. This procedure can be easily extended

to solve 3-D problems by replacing the control volume in Figure A2 with the control volume composed of tetrahedron inner

center, inner center of surface triangular, and center of edge in 3-D mesh cells. For steady-state case, the time-dependent

term can be removed,

− [K] {nD} = {f} (A20)

Figure A3 Measured and simulated I-V and R-V characteristics of RRAM cell with 14 nm CF diameter and 20 nm CF

height. The voltage is increased according to a triangular sweep with 1.1V/s ramp rate.

To assess the internal simulator, the electrothermal characteristics of a 1R RRAM cell with CF diameter of 14 nm and

height of 20 nm is simulated and the results are compared with measured data presented in [3]. As shown in Figure A3,

the calculated and measured data match well.

Appendix B Dimensional parameters of CGVRRAM array

The dimensional parameters of the proposed CGVRRAM cell and array are listed in Table B1.

Table B1 Physical parameters of the involved materials

Parameter Definition Value

wcbar Dimension of vertical bar 60 nm

wline Width of word line and bit line 176 nm

hline Height of word line and bit line 20 nm

hs Height of selector 40 nm

wcell Width of RRAM cell 40 nm

hcell Height of RRAM cell 90 nm

hcf Height of CF 40 nm

rcf CF radius 4 nm

tch Thickness of channel 10 nm

tgins Thickness of gate insulator layer 3 nm

wgetd Width of cross-gate line 20 nm

hgetd Height of cross-gate line 20 nm

wgap The space between memory chains 30 nm

htins Thickness of the insulator gap layer 20 nm
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Appendix B.1 Electrothermal characteristics of CGVRRAM array

The reset process of a CGVRRAM cell is activated by applying a triangular voltage pulse with 1V/s ramp and 0.5V

amplitude to the top boundary of the poly-Si channel. The temperature and ion density distributions of the cell at t = 0.5s

are illustrated in Figure B1, where the ion density at the hot spot is extremely low.

Figure B1 (a) Temperature and (b) ion density distributions in the CGVRRAM cell at t = 0.5s.

Figure B2 (a) Temperature and (b) ion density distributions of the CGVRRAM array with SiO2 dielectric components

at t = 0.5s; (c) temperature and (d) its ion density distributions with Si3N4 dielectric components at t = 0.35s.

Then, the electrothermal characterization of the CGVRRAM array composed of 18 units (i.e., 72 cells) is conducted.

Similarly, two cases are considered where SiO2 and Si3N4 are used as dielectric components, respectively. The temperature

and ion density distributions of the CGVRRAM arrays in two cases are shown in Figures B2. It is found that the thermal

crosstalk effects in both cases are acceptable, as they have negligible influences on the electrical performances of the victim

cells.

Figure B3 (a) The maximum temperature and (b) cell resistance of programmed cells in both arrays with SiO2 and

Si3N4 dielectric components.

After that, the impacts of wgap on the maximum temperature and cell resistance are investigated, as shown in Figure B3.

It is found that the maximum temperature in the CGVRRAM array with SiO2 dielectric components increases slightly
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with the increasing wgap, and it becomes almost unchanged when SiO2 is replaced with Si3N4. The cell resistances in two

cases are stable, as shown in Figure B3(b), indicating that the gap between memory chains has small influence on electrical

and thermal performances of the CGVRRAM array. In the other word, the integration density of the proposed CGVRRAM

array can be improved by reducing the wgap reasonably.

As technology scaling is always desirable due to lower cost for unit storage space, the electrothermal characteristics of

scaled CGVRRAM arrays with Si3N4 dielectric components are also examined. It is assumed that the scaling factor sweeps

from 1.0 to 2.0. The temperature and ion density distributions in the CGVRRAM arrays with different scaling factors are

shown in Figure B4 and Figure B5, respectively. It indicates that the thermal crosstalk effects in all cases are acceptable,

as they have negligible influences on the electrical performances of the victim cells.

Figure B4 The temperature distributions in CGVRRAM arrays with different scaling factors at t = 0.35s. (a) scoe = 1.0,

(b) scoe = 1.5, and (c) scoe = 2.0.

Figure B5 The ion density distributions in CGVRRAM arrays with different scaling factors at t = 0.35s. (a) scoe = 1.0,

(b) scoe = 1.5, and (c) scoe = 2.0.

Appendix C Electrothermal simulation of RRAM Array

Geometrically, crossbar structure consisting of single resistor (1R) cell or single selector-one resistor (1S1R) cell is one

of the common RRAM array architecture, as shown in Figure C1. In Figure C1(c), a crossbar RRAM (CRRAM) array

consisting of 54 1S1R cells (4× 4× 3)is shown, and for convenience, the cells in the array are marked by xyz (i ; j ; k), where

i, j = 1, 2, 3, 4, and k = 1, 2, 3.

Figure C1 3-D views of (a) single resistor cell (1R), (b) single selector-one resistor cell (1S1R), and (c) crossbar RRAM

array (CRRAM).
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In the highly integrated RRAM array, thermal crosstalk effect between adjacent cells would influence the cell performance

and reliability. Here, the electrothermal properties of RRAM cell and array are studied using the internal simulator, with

the geometrical parameters listed in Table C1 [9–11] and physical parameters given in Table A1 adopted. As shown in

Figure C1(c), the top and bottom surfaces of the RRAM array are attached with cap layers, while T0 = 300K is assigned

to the outer boundaries of the cap layers.

Table C1 Physical parameters of the involved materials

Parameter/Entity CF/Oxide Selector Bit/Word Line

Radius/Width(nm) rcf = 5 wselector = 40
wline = 40

lline = 60

Height(nm) hcf = 40 hselector = 50 hline = 30

Appendix C.1 Electrothermal characteristics of 1S1R cell

The electrothermal characteristics of the 1S1R cell shown in Figure C1(b) are simulated. In the simulation, the selector

is modeled as a cylinder. For selectors in the ON and OFF states, the equivalent electrical and thermal parameters are

deduced from the I-V curve and materials of MOS device [12]. A triangular voltage pulse with 1 V/s ramp and 0.5 V

amplitude is applied to the top electrode. The maximum temperature and cell resistance of the 1S1R RRAM cell as a

function of biasing voltage are plotted in Figure C2, with their 3-D distributions shown in Figure C3.

Figure C2 The maximum temperature and cell resistance of the 1S1R RRAM cell as a function of biasing voltage.

Figure C3 (a) Temperature and (b) ion density distributions of the 1S1R RRAM cell at different times.

It can be seen in Figure C2 that the cell resistance stays almost unchanged before the biasing voltage exceeds 0.2 V. After

that, the cell resistance increases with an increasing growth rate with the biasing voltage. The ion density distributions

shown in Figure C3(b) indicate that the ion density of CF starts to corrode at 0.2 V, and the break point widens with

biasing voltage. Moreover, a drop in the maximum temperature is observed in Figure C2. This is mainly because the hot

spot in the RRAM cell moves toward the top electrode as the biasing voltage increases. As the hot spot reaches the top

electrode, the heat dissipation rate becomes greater than heat generation rate, thereby leading to a sudden drop in the
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thermal resistance. The relationship between the heat generation rate and heat dissipation rate becomes inverted as the

biasing voltage exceeds 0.33 V, and the maximum temperature starts to increase.

Appendix C.2 Electrothermal characteristics of CRRAM array

Further, the thermal crosstalk effect in a 4 × 4 × 3 CRRAM array is investigated. In the real cases, the geometry of the

CFs can be affected by the manufacturing process. Here, the effect of the major to minor axes ratio (abratio) of the elliptic

cylindrical CF on thermal crosstalk is examined. In all simulations, the cross-section area of CFs is invariant, and only the

cell xyz(2; 2; 2) is programmed by a triangular voltage pulse with 1 V/s ramp and 0.5 V amplitude. The 3-D temperature

distributions of the CRRAM arrays with abratio of 1, 2, and 3 are plotted in Figure C4. It is evident that the victim

cells sharing electrode with the programmed cell are mostly influenced. Figures C5(a) and C5(b) show the temperature

profiles along the symmetry axes of cells xyz(2 : 3; 2 : 3; 1 : 3) at t = 0.35s. It is evident that the cells xyz(2; 2; 3) and

xyz(2; 3; 2 : 3) exhibit much higher crosstalk temperatures than other victims, which is due to low thermal resistance of the

sharing electrode. Moreover, it is found that the maximum temperature in CRRAM array increases as abratio increases.

Figure C4 3-D temperature distributions in the CRRAM arrays at t = 0.35s. (a) abratio = 1; (b) abratio = 2; (c)

abratio = 3.

Figure C5 Temperature distributions along the symmetry axes of cells xyz(2 : 3; 2 : 3; 1 : 3) at t = 0.35s. (a) xyz(2; 3; 1 :

3), and xyz(3; 2 : 3; 1 : 3); (b) xyz(2; 2; 1 : 3).

.

Figure C6 3-D ion density distributions in the CRRAM arrays at t = 0.35s. (a) abratio = 1; (b) abratio = 2; (c)

abratio = 3.

Figures C6(a)-(c) illustrate the ion density distributions in the CRRAM arrays with different abratio, where the ion

density distributions of cells adjacent to the programmed cell are highly distorted, especially the cells sharing word line
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with the programmed one. This is consistent with the temperature distributions in Figure C4. The resistances of the

RRAM cells xyz(2 : 3; 2 : 3; 2 : 3) are depicted in Figure C7. It is evident that the cell resistances increase as abratio
increases. The main reasons are: (i) higher cell temperature and (ii) larger ellipse perimeter in cell with larger abratio. It

can be concluded that the carrier diffusion of the CF with larger abratio is more susceptible to the temperature variation.

Figure C7 RRAM cell resistances in the CRRAM array at t = 0.35s.

Appendix C.3 Thermal resistance architecture

To mitigate the thermal crosstalk, an improvement in array architecture is proposed. Here, high thermal resistance layers

(e.g., Si3N4 thin films) are inserted between adjacent cells to stop heat transfer between them. That is, each cell in the

array is coated with a high resistance box. Moreover, the bit/word lines are replaced by the phonon glass and electron

crystal (PGEC), which possesses both low thermal conductivity and high electrical conductivity [4, 5].

Figure C8 3-D temperature distributions in the CRRAM arrays (a) with high thermal resistance box at t = 0.12s and

(b) with no high thermal resistance box at t = 0.4s.

Figure C9 Temperature profiles along symmetry axes of cells xyz(2 : 3; 2 : 3; 1 : 3).
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Figures C8(a) and C8(b) show the simulated temperature distributions in the CRRAM arrays with and with no high

thermal resistance box, respectively, and the temperature profiles along the symmetry axes of cells xyz(2 : 3; 2 : 3; 1 : 3)

are extracted and plotted in Figure C9. It is found that the implementation of high thermal resistance box can effectively

suppress thermal crosstalk as well as programming voltage. This implies that the proposed design is beneficial to low power

applications. Figures C10(a) and C10(b) show the ion density distributions in the CRRAM arrays with and with no high

thermal resistance box, respectively. It is evident that the ion densities of the victim cells in the proposed design are rarely

affected, while they are distorted to varying degrees in the original one.

Figure C10 3-D ion density distributions in the CRRAM arrays (a) with high thermal resistance box at t = 0.12s and

(b) with no high thermal resistance box at t = 0.4s.
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