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Dear editor,
Brain-computer interfaces (BCIs) based on steady-
state visual evoked potential (SSVEP) have at-
tracted considerable attention from researchers
owing to their improved performance, such as their
higher recognition accuracy, more reliable relation
to stimuli, and higher information transfer rate
(ITR), compared with other types of BCIs.

A major challenge for SSVEP-based BCIs is the
limited frequency band available for encoding vi-
sual targets. More visual targets potentially bring
higher ITR. To address this, researchers are exper-
imenting with designing new coding schemes, in-
cluding presenting frequency stimuli in code form
and taking advantage of joint phase and frequency
information in the coding schemes [1–3]. These
studies obtained remarkable results by applying
frameworks of communication in BCIs.

Inspired by these studies, a novel coding
method, which utilizes frequency and spatial in-
formation to encode visual targets, is proposed in
this study. We extend the coding scheme of [4] by
introducing frequency information into the origi-
nal spatial coding scheme. We implement a BCI
system that presents 16 visual targets by utilizing
four different frequencies and four different posi-
tions relative to each frequency stimulus, accord-
ing to our proposed coding scheme. Compared
with the traditional BCI systems, which only uti-
lize frequency information or spatial information
in their coding schemes, our proposal stduy can

further present more visual targets under limited
frequency resources and limited spatial resources.

We extract a certain kind of feature (i.e., joint
spatial features) related to the frequency and spa-
tial properties of visual stimulation, i.e., the weight
vector of signals measured from different elec-
trodes and different reference signals in canon-
ical correlation analysis (CCA). These features
could be utilized to identify visual targets together
with pattern recognition algorithms, such as the
quadratic discriminant analysis (QDA) algorithm
used herein. Moreover, the decoding method ex-
ploiting these features along with the QDA algo-
rithm achieves a better performance. In previous
studies [2,3], CCA was used for computing the cor-
relation coefficients and the identification results
were obtained by comparing values of the coeffi-
cients. We extract the joint features using CCA,
which identifies visual targets by classifying the
features and is different from previous studies.

Experimental design. The stimulus is presented
on a 27-inch liquid crystal display (LCD) moni-
tor, whose resolution and refresh rate are 1920 ×
1080 pixels and 60 Hz, respectively. Three sub-
jects (males, age: 23, 24, and 25) with normal
or corrected-to-normal vision voluntarily partici-
pated in this study. Before the experiment starts,
the subjects have been informed about and con-
sented to the experimental contexts. The stimulus
is shown in Figure 1(a), where the frequency stim-
ulation is presented as flickering discs and the spa-
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Figure 1 (Color online) (a) The stimulation encoded by frequency and space; (b) the decoding method based on CCA
and QDA; (c) the decoding accuracy of 16 visual targets, where the trial length is 5 s; (d) comparisons of BCI systems
and decoding methods versus diverse trial lengths, where SF represents the joint spatial features and CC represents the
correlation coefficients.

tial stimulation is presented by the different spa-
tial targets tagged on the discs as crosses. In this
study, the four frequencies we adopted are 15.00,
15.10, 15.20, and 15.30 Hz. The stimulus is devel-
oped using Psychophysics Toolbox (Version 3) [5]
in Matlab (Version 2018b).

Data acquisition and preprocessing. The elec-
troencephalogram (EEG) data are recorded by a
Synamps2 EEG system (Neuroscan, Inc.) at a
sampling rate of 1000 Hz. During the data collec-
tion stage, subjects wearing the electrodes-cap are
seated in a reclining chair at a distance of 50 cm
from the stimulus presentation screen. They are
encouraged to maintain a comfortable posture to
reduce fatigue. Because the SSVEP responses are
related to the main visual regions of the brain, we
use the corresponding 21 electrodes with a refer-
ence electrode placed at the vertex of the scalp.
The electrodes, placed according to the interna-
tional 10-5 system [6], are Pz, P1, P2, P3, P4, P5,
P6, P7, P8, POz , PO3, PO4, PO5, PO6, PO7,
PO8, Oz, O1, O2, CB1, and CB2. For every vi-
sual target, 60 trials with a trial length of 5 s,
which means the gazing time of subjects for one
visual target, are conducted to train our decoding
method and evaluate the performance of the BCI
proposed. The data are preprocessed by applying
a notch filter of 50 Hz to remove the line noise and

a bandpass filter of 13–78 Hz to extract the re-
sponse signal from the stimuli. Moreover, a visual
delay of 130 ms is considered herein.

Data analysis. As a pattern recognition algo-
rithm, QDA considers different patterns as differ-
ent joint Gaussian distributions in the multivariate
features space. The features for classification are
obtained by the CCA algorithm as shown in Fig-
ure 1(b). CCA is a method that measures the un-
derlying correlation between two multi-dimension
variables in statistics by applying linear weight
vectors. In previous studies, CCA has normally
been used to recognize frequency, while we take
advantage of CCA to extract joint spatial features
of diverse visual targets. We assume that the sig-
nal collected by the multi-electrode EEG acqui-
sition device is X , and the reference signal is Y ,
which comprises the standard sine and cosine sig-
nals. For different stimuli, each with frequency fi,
the corresponding reference signal is noted as Yi,
where i = 1, 2, 3, 4 corresponding to the four fre-
quencies of the stimuli. From CCA, the feature
(noted as F) extraction can be expressed as

F = [ωX , ωY ],

argmax
fi



arg max
ωX ,ωYi

cov(XTωX , Yi
TωYi

)
√

var(XTωX)
√

var(Yi
TωYi

)



 ,

(1)

where the cov() and var() are the functions of co-
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variance and variance, respectively. ωX and ωYi

are linear coefficients used to combine the multi-
dimensional variable, i.e., the data measured and
reference signals. Therefore, F represents the de-
pendence of SSVEP responses and reference sig-
nals. F varies against diverse visual stimulation;
thus, it could be used as an effective feature clas-
sifier.

QDA follows Bayesian principles, and the crite-
rion of judgment is based on the posterior proba-
bility, Pr(Tar = t|Fea = F), where Tar and Fea
are the visual target and joint features, respec-
tively. This assumes that there are k targets in
total (t = 1, 2, . . . , k), whose prior probability are

πts, conforming with
∑k

t=1 πt = 1. In this study,
all 16 visual targets exhibit equal probability, i.e.,
π1 = π2 = · · · = π16 = 1

16 . Based on QDA, given
the features Fea = F, the posterior probability of
the t-th target is

Pr(Tar = t|Fea = F) =
ft(F)πt

∑k
i=1 fi(F)πi

, (2)

where ft(F) is the probability density function of
the class t, which conforms to the multivariate
joint Gaussian distribution as

ft(F) =
1

(2π)p/2 |Σt|
1/2

e−
1

2
(F−µt)

T
Σ

−1

t
(F−µt), (3)

where p, Σt, and µt are the dimension of the fea-
ture space, covariance metric, and mean vector of
the features corresponding to the t-th target, re-
spectively. Data collected in the offline experiment
are divided into two parts, the training set and test
set, to train the decoding method and evaluate the
BCI’s performance. Particularly, QDA is trained
with the Fs and their labels from the training set
to specialize parameters of its joint Gaussian dis-
tribution.

Results and discussion. Figure 1(c) illustrates
the recognition accuracy of different visual tar-
gets by utilizing the decoding method we propose.
The average decoding accuracy, which is beyond
98.15% (trial length of 5 s) with the chance-level
of 6.25%, shows that the joint information of fre-
quency and space is useful in encoding visual tar-
gets in BCIs. Moreover, it is demonstrated that
the decoding method base on CCA and QDA is
suitable for the BCI proposed herein.

Figure 1(d) provides comparisons between our
BCI system and traditional BCI systems, with
respect to their decoding accuracy and ITR, to
demonstrate the effectiveness of the coding scheme
and the decoding method. The ITR is calculated
following the computation formula in [4]. Three
BCI systems and decoding methods have been
compared. They are (i) the BCI system encoded

by frequency and spatial information, with the de-
coding method based on joint spatial features and
QDA algorithm proposed herein; (ii) the BCI sys-
tem encoded by frequency and spatial informa-
tion with the decoding method based on corre-
lation coefficients and a linear discriminant anal-
ysis (LDA) algorithm (the method in [4]); and
(iii) the BCI system encoded by frequency infor-
mation only, with the decoding method based on
CCA algorithm (traditional BCI system and de-
coding method). In summary, (i) and (ii) have the
same coding scheme but different decoding meth-
ods, whereas (iii) has different coding as well as
decoding method.

According to our coding scheme, the number of
visual targets in (i) and (ii) is four times that in
(iii). Therefore, although the decoding accuracy of
(iii) (four visual targets) is a little higher than (i)
and (ii) (16 visual targets) when the trial length is
longer than 2.50 s, (i) and (ii) achieve overwhelm-
ing advantages in terms of ITR for all trial length
conditions. Moreover, it is clear that our BCI sys-
tem and decoding method have achieved the best
performance among the three different BCI sys-
tems and decoding methods.

Conclusion. In this study, a novel coding
scheme for SSVEP-based BCI, which encodes vi-
sual targets with frequency and spatial informa-
tion, is proposed. According to the coding scheme,
a BCI system of 16 visual targets is designed and
implemented. Additionally, to decode the infor-
mation from the BCI system, we propose a de-
coding method based on joint CCA and QDA al-
gorithms. We assess the performances of the BCI
and the decoding method proposed herein in terms
of their decoding accuracy and ITR. The accu-
racy can reach 98.15% (trial length of 5 s) and
the ITR can reach 99.13 bits/min (trial length of
1 s), demonstrating the effectiveness of the BCI
system together with the decoding method.
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