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Associated data, which refer to sets of entities with
specific relations and relational weights that can
usually be expressed in a relational matrix, are
found in many fields. Two typical examples are the
pesticide residue dataset in food-safety, in which
pesticides are associated with agricultural prod-
ucts [1], and E-transaction dataset, in which there
is special relation between buyer and seller [2].
However, on large data scales, finding the key en-
tities or mine hidden patterns in such data is diffi-
cult and time consuming. An ordered matrix can
help analysts quickly locate the entity of interest.
When ranking the entities, the relations and their
weights should both be considered. However, the
existing ranking algorithms such as PageRank [3],
consider only the relations while ignoring their
weights. In this paper, we propose a ranking al-
gorithm called RW-Rank, in which RW stands for
both relations and weights. RW-Rank is inspired
by the PageRank algorithm [3] and is available for
create ordered relational matrices. Emergent vi-
sual analysis technology can improve the efficiency
of complex associated-data analysis [4]. Using this
new technology, we design and implement a visual
analysis system called Rank-Vis for analysing as-
sociated data by the RW-Rank algorithm.

Data model. We abstract the associated data as
a bipartite graph, which divides all vertices into
two independent sets. Every edge connects a ver-
tex in one set to a vertex in the other set [5]. The

bipartite graph is defined as G = (P,R,W ), in
which P = {P1, P2, . . . , Pi, . . . , Pm} is one vertex
set, R = {R1, R2, . . . , Rj , . . . , Rn} is the other ver-
tex set, and W = {w11, w12, . . . , wij , . . . , wmn}
is the set of edges. The matrix representation is
given by (1). Here, Pi = {wi1, wi2, . . . , wij , . . . ,

win} represents an entity in P , i.e., a row vector,
and Rj = {w1j , w2j , . . . , wij , . . . , wmj} represents
an entity in R, i.e., a column vector. Pi and Rj

are weighted and related through wij . If wij = 0,
then no relation exists between the two entities.
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RW-Rank algorithm. We define the RW value of
an entity as an index, indicating the importance of
this entity in the relational structure. The RW is
calculated by (2), where RWi is the RW value of
entity Pi and RWj is the RW value of entity Rj .
Oj is the number of non-zero elements (i.e., the
out-degree of vertex Rj). Similarly, Oi is the out-
degree of vertex Pi.
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. (2)

The RW-Rank algorithm ranks the row and col-
umn vectors in the matrix according to their RW
values. We define two sets, A and B, that record
the RW values of all row and column vectors
in the relational matrix G, respectively. Specif-
ically, A = {a1, a2, . . . , ai, . . . , am} and B =
{b1, b2, . . . , bj, . . . , bn}, where ai and bj are the RW
values of row vector Pi and column vector Rj , re-
spectively. The RW-Rank algorithm is proceeded
as follows.

• Step 1. Construct the relational matrix G

and set the threshold θ, at which iterations are
ended. The threshold is set by users.

• Step 2. Initialize the RW values of all row
and column vectors to 1, i.e., let ai = 1 (i =
1, . . . ,m), bj = 1 (j = 1, . . . , n). Initialize θ to
a small value, such as 0.001.

• Step 3. Update the RW values of all
row and column vectors. Compute their ele-
ments by (3) and (4), respectively, and insert
them as A∗ = {a∗1, a

∗
2, . . . , a

∗
i , . . . , a

∗
m} and B∗ =

{b∗1, b
∗
2, . . . , b

∗
j , . . . , b

∗
n}, respectively.

• Step 4. Calculate the difference ε in the RW
values before and after the update by (5).

• Step 5. If ε > θ, then let A = A∗ and
B = B∗, jump to Step 3 and continue the iter-
ations; otherwise, end the iteration and execute
Step 6.

• Step 6. Rank the row and column vectors
of the relational matrix G according to their RW
values in A∗ and B∗, respectively. Finally, create
an ordered relational matrix.
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ε = ‖A∗ −A‖ + ‖B∗ −B‖

=

m
∑

i=1

(a∗i − ai) +

n
∑

j=1

(b∗j − bj). (5)

Rank-Vis system. Based on the RW-Rank al-
gorithm, Rank-Vis assists users to locate the key
entities and analyse the relations between them.
We verify the effectiveness of this approach on two
case studies: a pesticide residue dataset for intro-
ducing the system in detail, and a students’ course
achievement dataset. As shown in Figure 1, the
user interface provides coordinated multiple views
showing different aspects of the residue data: or-
dered matrix heatmaps, word clouds, pie charts,

and parallel coordinates. Interaction techniques,
such as filter, highlight and lasso selection, are also
provided for analysis.

In the parameter panel (E), users can select a
dataset through “DataSet” tag. After selecting the
pesticide residue dataset, users can filter the data
of interest by selecting city, category, and year.
For the present case study, we choose the vegetable
data of City A in 2014, which includes 12 agricul-
tural products and 48 pesticides.

The matrix heatmap (A1, A2) shows the resid-
ual content and relations between the pesticides
and agricultural products. Each row and column
vector represents a pesticide entity and an agricul-
tural product entity, respectively. The darker the
colour, the higher is the residual content. In ma-
trix A, users can quickly locate the names of pes-
ticides and agricultural products, which are listed
in alphabetical order. Meanwhile, the rows and
columns in matrix B are ordered by their RW val-
ues. The cell colour gradually lightens from the
upper left corner to the lower right corner. Users
can quickly locate pesticides with high residual
contents and seriously pollute agricultural prod-
ucts. When users click a cell in matrix A, the cor-
responding cell in matrixB is highlighted, and vice
versa. In this case study, the residual content of
thiophanate-methyl in lettuce is the highest among
the entities in matrix A, reaching 2.446 mg/kg (as
can be seen by hovering the mouse over this en-
tity). In matrix B, thiophanate-methyl and pro-
cymidone (in rows 1 and 2, respectively) received
the highest RW values. The high RW reflects a
high residual content in thiophanate-methyl, and
a high detection frequency in procymidone. Let-
tuce (in column 1) receives the highest RW among
the agricultural produces, denoting heavy pollu-
tion of this product.

The word clouds (B1 and B2) display the names
of all row and column vectors, i.e., the names of all
pesticide and agricultural products, respectively.
The detection frequency of pesticide is highest for
procymidone (83 occasions), and that of the agri-
cultural product is highest for tomatoes (143 oc-
casions).

The pie chart (C) shows the percentages of the
four residue levels, defined as follows (where RC
and MRL denote the residual content, and the
maximum residue limit, respectively):

• Level 1: RC < 0.1MRL;
• Level 2: 0.1MRL 6 RC < MRL;
• Level 3: RC > MRL;
• Undetermined: The MRL is unspecified.
The levels 1, 2, 3 and undetermined residue lev-

els of procymidone are 46.99%, 8.43%, 9.64%, and
34.94%, respectively.
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Figure 1 (Color online) Screenshot of the Rank-Vis system for visually analysing the pesticide-residue dataset selected
in the parameter panel (E). (A1) The row and column vectors in matrix A are ranked in alphabetical order. (A2) Matrix B

is the same matrix with the row and column vectors reordered by the proposed RW-Rank algorithm. (B1) and (B2) are the
word clouds, in which the sizes of the pesticide and agricultural product names are mapped to the detection and pesticide
residue detection frequencies, respectively. (C) Pie chart showing the percentages of four residue levels (levels 1, 2, 3 and
undetermined) in different agricultural products selected by clicking their names in (B1). (D) Parallel coordinate shows the
detailed information of a specific agricultural product selected by clicking its name in (B2).

The parallel coordinate (D) shows the residual
content, MRL, the residue level, pesticide cate-
gory and pesticide name in the agricultural prod-
uct selected by clicking its name in B2. Along the
MRL axis, −1 indicates an undetermined MRL.
The data range can be selected using the colour
spectrum and the lasso tool.

Exploring and analysing the above dataset
by the Rank-Vis system, we find that: (1)
thiophanate-methyl and procymidone are the crit-
ical pesticides; (2) lettuce and beans are the most
seriously polluted agricultural products; (3) car-
bendazim is detected in all agricultural products;
and (4) the MRLs of some pesticides have not yet
been formulated.

The main contributions of this article are sum-
marized below.

• We presented our RW-Rank algorithm, which
creates an ordered relational matrix of relations
and their weights.

• We defined the RW-value for quantifying the
importance of an entity, and presented its calcula-
tion method.

• We designed and implemented a visual anal-
ysis system for associated data analysis. The sys-
tem, called Rank-Vis, can help analysts to quickly
locate the important entities.

The students’ course achievement dataset, is
analysed and discussed in the supplemental doc-

uments. The proposed method can analyse the
data associations in diverse fields.
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