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Abstract Multiuser hybrid beamforming of a wideband millimeter-wave (mm-wave) system is a complex

combinatorial optimization problem. It not only needs large training data, but also tends to overfit and incur

long run-time when multiple serial deep learning network models are used to solve this problem directly.

Preferably, multitask deep learning (MTDL) model could jointly learn multiple related tasks and share their

knowledge among the tasks, and this has been demonstrated to improve performance, compared to learning

the tasks individually. Therefore, this work presents a first attempt to exploit MTDL for multiuser hybrid

beamforming for mm-wave massive multiple-input multiple-output orthogonal frequency division multiple

access systems. The MTDL model includes a multitask network architecture, which consists of two tasks-

user scheduling and multiuser analog beamforming. First, we use the effective channel with a low dimension

as input data for the two parallel tasks to reduce the computational complexity of deep neural networks.

In a shallow shared layer of the MTDL model, we utilize hard parameter sharing in which the knowledge

of multiuser analog beamforming task is shared with the user scheduling task to mitigate multiuser inter-

ference. Second, in the training process of the MTDL model, we use the exhaustive search algorithm to

generate training data to ensure optimal performance. Finally, we choose the weight coefficient of each task

by traversing all weight coefficient combinations in the training phase. Simulation results prove that our pro-

posed MTDL-based multiuser hybrid beamforming scheme could achieve better performance than traditional

algorithms and multiple serial single tasks deep learning scheme.
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beamforming
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1 Introduction

In the recent years, millimeter-wave (mm-wave) massive multiple-input multiple-output (MIMO) commu-

nication system has become a key enabler for the fifth-generation (5G) mobile communication systems,

which leverages large-scale antenna arrays and abundantly available spectrum resources to provide high

data rates [1–4]. Moreover, the wideband channel of an mm-wave communication system is frequency

selection, so orthogonal frequency division multiple access (OFDMA) could improve the system perfor-

mance by serving more users and fully achieving multiuser diversity in the entire frequency band. This
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means that OFDMA-based frequency resource allocation can effectively improve the spectral efficiency

of mm-wave massive MIMO communication systems. However, for a hybrid beamforming architecture

of mm-wave massive MIMO systems, analog beamforming is implemented by the phase shifts, which are

the same in the entire frequency band [5]. In other words, users in a frequency-multiplexed wideband will

experience the same analog beamforming. The multiuser hybrid beamforming for an mm-wave OFDMA

system comprises of both user scheduling and analog beamforming, which are coupled together. To ac-

quire the global optimal solution, it is essential to jointly optimize OFDMA user scheduling and analog

beamforming in mm-wave massive MIMO OFDMA Systems.

The joint optimization of user scheduling and analog beamforming has attracted widespread atten-

tion [6–9]. It was formulated as a nonconvex and combinatorial optimization problem, where the base

station (BS) selects a subset of users and their analog beam to multiplex in a beam domain based on the

signal-to interference plus noise ratio (SINR) feedback in [6], the limited effective channel state information

(CSI) in [7], and the statistical (CSI) in [8], respectively. In [9], it was decoupled into three sub-problems,

including OFDMA user grouping, resources allocation and multi-user hybrid beamforming; and, they

were solved sequentially. In the above-stated studies, solutions to the joint optimization problem are

about mutual coupling and lead to high computational complexity. Moreover, an improved algorithm

with low complexity would compensate for the obvious performance loss, since the global optimum is not

obtained, due to the limited number of iterations.

Machine learning (ML) techniques have recently performed extraordinarily in processing big data and

solving complex combinatorial optimization problems [10]. Thus, we tend to exploit the high-performance

of ML techniques to solve the joint optimization problem of user scheduling and analog beamforming. For

deep learning with multiple tasks, the authors in [11] proposed an comprising of two modules, namely,

the feature extraction module and the feature compression module, which are achieved sequentially

by a convolutional neural network and a fully-connected neural network (NN), respectively. In [12], the

original iterative structure for turbo decoding was replaced by multiple serial deep neural network (DNN)

decoding unit and each achieved a decoding iteration. However, multiple serial DNNs do not only need

large amounts of training data, but also can easily lead to overfitting and longer training latency.

Inspired by human learning activities, where people often apply the knowledge they have learned from

previous tasks to help them learn a new task, multitask learning (MTL) learns multiple related tasks in

parallel and shares the learned knowledge among the multiple tasks. Moreover, this learning method has

demonstrated promising performance gains in many applications, e.g., speech recognition [13], computer

vision [14], and pattern recognition [15]. Therefore, we propose a multitask deep learning (MTDL) model

for the joint optimization of user scheduling and multiuser hybrid beamforming. The contributions of

this work are summarized as follows:

(1) The proposed MTDL model consists of two tasks- user scheduling and multiuser analog beamform-

ing. We used an effective channel with a low dimension as input data for the two parallel tasks, which

can greatly reduce the computational complexity in training DNNs. In a lower shared layer of the MTDL

model, we utilize hard parameter sharing to improve the generalization and speedup the learning rate of

the model. In detail, we employed the knowledge obtained from the multiuser analog beamforming task

in the user scheduling task to mitigate multiuser interference. In an upper layer of the MTDL model,

each task is optimized in a task-specific layer to reinforce the learning effects of the specific task.

(2) For training the MTDL model, we employed an exhaustive search algorithm to generate training

data with optimal performance. To improve generalization and speedup the learning rate, we adopted

a joint training, where MTDL parameters are adjusted to minimize the joint loss which represents the

weighted loss sum of user scheduling task and multi-user analog beamforming task. Furthermore, we

set the weight coefficient of each task by traversing all weight coefficient combinations when training the

model to minimize the loss function.

(3) Simulation results validate that our proposed MTDL scheme could achieve better performance than

traditional algorithms and multiple serial deep learning (DL) tasks. Moreover, compared to traditional

algorithms, our proposed model achieves a better run-time.

The rest of the work is organized as follows. In Section 2, we built an mm-wave massive multiuser-
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Figure 1 The structure of multi-user hybrid beamforming scheme.

MIMO (MU-MIMO) OFDMA system model and a multi-path wideband channel. Then in Section 3,

we discussed the proposed novel MTDL-based multiuser hybrid beamforming for OFDMA Systems. In

Section 4, we presented simulation results. Finally, in Section 5, we concluded.

Notations. We denote matrices, vectors, and scalars by bold uppercase letters, bold lowercase letters,

and lowercase letters, respectively. Signs C
M×N , (·)H, (·)T, ‖ · ‖ and ‖ · ‖F represent M×N complex

matrix, conjugate transpose, transpose, norm and normalized Frobenius norm, respectively. IN denotes

the N×N identity matrix. An M×N all-zero matrix is denoted by OM×N . ∅ denotes an empty set.

ℜ and ℑ indicate real and imaginary parts of a complex vector, respectively. E represents expectation

operator.

2 mm-wave massive MU-MIMO OFDMA system model

2.1 System model

We consider a downlink mm-wave massive MU-MIMO system, as shown in Figure 1, where a BS with

NRF radio frequency (RF) chains serves Kall users. The BS and each user are equipped with Nt and

Nr antennas, respectively. Furthermore, we assumed that the BS sends Ns data streams satisfying

Ns 6 NRF 6 Nt. In the entire frequency band, there are NRB resource blocks (RBs) and each RB

occupies Nf adjacent subcarriers and No consecutive OFDM symbols. During data transmission, a

transmitted signal is first processed by baseband digital beamforming, second, an inverse fast Fourier

transform is applied to the signal, third, a cyclic prefix is added to the signal, and finally, the signal

is sent through RF after being processed by analog beamforming to users in a wireless transmission

environment H . For the kth user scheduled in the nth RB, the received signal Yk,n ∈ CNs×1 can be

modeled as

Yk,n = Hk,nFWk,nsk,n +

NRF
∑

j=1
j 6=k

Hk,nFWj,nsj,n + nk,n, (1)

where sk,n ∈ CNs×1 is the transmitted signal vector with E[sk,ns
H
k,n] = I. Wk,n ∈ CNRF×Ns denotes

the digital baseband beamformer for the kth user scheduled in the nth RB. F ∈ C
Nt×NRF is the analog

beamformer and only gets the phase changes with variable phase shifters. F = [f1,f2, . . . ,fNRF
], where

fn is the analog beam vector of the nth RF chain. In addition, the analog beamformer is implemented

through a codebook-based manner and the predefined codebook can be denote as F = [c1, c2, . . . , cNc
],

where Nc is the codebook size. Notably, the total power constraint is enforced by letting ‖FW ‖2F = Ns.

Hk,n ∈ C
Nr×Nt is the channel matrix from BS to the kth user and nk,n is the additive Gaussian noise

with zero-mean and variance σ2.



Jiang J, et al. Sci China Inf Sci August 2020 Vol. 63 180303:4

2.2 Channel model

For wideband mm-Wave massive MIMO communication systems, the propagation delay of electromag-

netic waves traveling across the whole array cannot be ignored. Thus, we consider the beam squint effect

in a channel model which makes the array response vary with frequency [16–18]. The uniform linear array

consisting of Nt antennas at BS is considered, and the antenna spacing is d. To formulate the channel

model, we assume that there are Pk transmission paths between kth user and BS and the time delay of

the pth path to the first antenna of the BS is denoted as τk,p,1. If the angle-of-departure (AoD) of the

pth path is φk,p, and the normalized angle-of-arrival can be represent as θk,p =
d sin(φk,p)

λc
, where λc is the

length of the carrier frequency. Then, the time delay of the pth path to the mth antenna can be denoted

as follows:

τk,p,m = τk,p,1 + (m− 1)
d sin(φk,p)

c
, (2)

where c represents the speed of light. According to the relationship between c and carrier frequency fc,

the time delay can be further expressed as

τk,p,m = τk,p,1 + (m− 1)
θk,p

fc
. (3)

In addition, the channel impulse response from the mth antenna to the kth user can be denoted as

hk,m(t) =

Pk
∑

p=1

βk,pe
−j2πfcτk,p,1e−j2π(m−1)θk,pδ(t− τk,p,m), (4)

where βk,p is the complex gain. Considering the Fourier transform of Eq. (4), we obtain frequency-domain

representation over all M antennas Hk(f) as follows:

Hk(f) =

Pk
∑

p=1

βk,pe
−j2πfcτk,p,1a(θk,p, f)e

−j2πfτk,p,1, (5)

where a(θk,p, f) is the wideband array steering vector and expressed as

a(θk,p, f) =
[

1, . . . , e−j2π(Nt−1)θk,p(1+
f
fc

)
]T

. (6)

2.3 Problem formulation

The objective of this work is to design the user scheduling and analog beamforming at the BS to maximize

the total transmission rate. From (1), the achievable rate of the kth user scheduled in the nth RB can

be expressed as

Rk,n = log2(1 + γk,n), (7)

where the received SINR γk,n is given by

γk,n =
‖H

k,n
FWk,nsk,n‖

2

σ2 +
∑NRF

j=1,j 6=k ‖Hk,nFWj,nsj,n‖
2
. (8)

Then, the sum-rate of the system can be expressed as

Rsum(R,B) =
NRB
∑

n=1

NRF
∑

k=1

Rk,n, (9)

whereR and B are the results of the user scheduling and the multiuser selection, respectively. However, for

the mutual coupling of user scheduling and multiuser hybrid beamforming joint optimization problem, an

optimal closed solution cannot be obtained. The user scheduling result is sub-optimal, and it will lead to

high computational complexity. The usual solution is by decoupling. Preferably, the powerful computing
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and cognitive capabilities of DL make it an excellent tool that could effectively obtain an optimal solution

for the coupling of user scheduling and multiuser hybrid beamforming joint optimization problem. Since

the frequency resources and RF chains are limited in mm-wave OFDMA Systems, the joint optimizing

problem can be designed as a classification problem and processed using a supervised DL model. Then,

R and B are the label data. The element Rk,n ∈ {0, 1} means whether or not the nth resource is utilized

by the kth user. Bk,nc
∈ {0, 1} and Bk,nc

= 1 indicates the kth MU-MIMO user is transmitted by the

ncth analog beam at the BS. The joint optimization problem can be formulated as

P0 : argmax
R,B

Rsum(R,B)

s.t. |F (i, j)| = 1, ∀i, j,

‖FW ‖2F = Ns,

(10)

where each element of F is constant-magnitude entries, satisfies |F (i, j)| = 1, ∀i, j. The total power

constraint of the BS is enforced by normalizing W as ‖FW ‖2F = Ns.

3 MTDL-based joint design scheme

In this section, we will explain the proposed MTDL-based joint design scheme. We design the user

scheduling task and multiuser analog beamforming as classification tasks, respectively. Classification cat-

egories (labels) are the RB number NRB and the codeword number Nc, respectively. However, training

two classification neural networks independently is time-consuming. Further, the user scheduling and

multiuser hybrid beamforming are mutually coupled as joint optimization problem, so using two inde-

pendently trained networks to solve this joint optimization problem is practically inadequate. Following

these considerations, we introduce MTL to solve the joint optimization problem and propose the MTDL-

based joint design scheme. The MTDL model allows multiple tasks to learn at the same time, which

reduces training complexity and greatly reduces time latency [19]. In addition, a shared representation

mechanism is introduced into the scheme, which is achieved by sharing hidden layers parameters among

all tasks, and allowing tasks to share feature information and thereby, promote learning. Shallow shared

representations improve the learning rate of the networks, which enhances the learning effect of each task.

In the next subsections, we will describe the proposed scheme and the training strategy in detail. Then,

a digital beamforming design based on the predicted results of the MTDL scheme is presented.

3.1 MTDL-based joint optimization scheme

A fully connected structure of the MTDL-based joint optimization scheme is shown in Figure 2. It

consists of two tasks: user scheduling and multiuser analog beamforming. The MTDL network includes

four layers: an input layer, a shared layer, a task-specific layer, and an output layer.

In this work, input data set is the same for two tasks mentioned above. To reduce the dimension of the

input data and the training time significantly, the input tuple is first pre-processed by an initial analog

beamformer that is fed back from each user, and then, is normalized by the input layer to improve the

stability of the MTDL model. xin is the input data set and can be described as

xin =
{

Ĥ1, Ĥ2, . . . , ĤKall
, cB1

, cB2
, . . . , cBKall

}

, (11)

whereBk is the index of optimal beam fed back from the kth user. Ĥk = [ℜ(Hk),ℑ(Hk)] is the processed

effective analog channel matrix of the kth user and Hk = [Hk,1,Hk,2, . . . ,Hk,NRB
] is the effective analog

channel in the wideband, where Hk,n is the effective analog channel matrix of the kth user in the nth

RB and is given by Hk,n = Hk,nfBk
.

Next, we utilize a DNN to learn the nonlinear mapping function between the input tuple and the joint

optimization results. The output of the lth layer of the ith task is given by

xi,l =

{

fR (Θi,lxin + bi,l) , l = 1,

fR (Θi,lxi,l−1 + bi,l) , 1 < l 6 L,
(12)
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Figure 2 The structure of multitask deep learning-based multiuser hybrid beamforming scheme.

where Θi,l and bi,l are the weight and the bias of the lth layer of the ith task, respectively, and L

is the total number of hidden layers. To significantly reduce possibility of overfitting, we utilize hard

parameter sharing in the shallow shared layer, which can share the important knowledge and achieve a

reinforcement among the different tasks [13]. Specifically, the knowledge of multiuser analog beamforming

task is shared with the user scheduling task to mitigate the multiuser interference and obtain a higher-sum

rate through scheduling decision. Moreover, each task is optimized in the task-specific layer to reinforce

learning effects. The rectified linear unit [20] function is introduced to realize non-linearity, which is given

by fR(z) = max{0, z}.

Finally, predicted data of the MTDL network is acquired and the results of user scheduling and

multiuser analog beamforming are obtained by processing the predicted data. The processing method is

described in the section of training strategy of MTDL. The output of the ith task can be expressed as

oi = fS (Θi,Lxi,L + bi,L) , (13)

which employs sigmoid function to generate probabilities, and the sigmoid function is given by fS(z) =
1

1+e−z . Moreover, due to a large number of parameters, the MTDL model may tend to overfit. We used

the dropout technique to prevent possible overfitting. The key idea is to randomly drop units and their

connections from NN during training which prevents network units from co-adapting too much. In the

MTDL model, we set the dropout rate to 0.5, which is close to the optimal rate for a wide range of

networks and tasks [21].

3.2 Network training

3.2.1 Training data set generation

In this stage, we adopt an offline learning scheme to train the MTDL model. To generate the train-

ing data, we assume that the perfect CSI is only available to compute output labels. Specifically, we

generate the labeled data, i.e., R and B, which are the optimal scheme of the user scheduling and

the multiuser selection, respectively. The specific generation process is shown in Algorithm 1 based on

the exhaustive search algorithm. In addition, since the NN requires its input data to be real values,

we represent user CSI by real and imaginary components. Therefore, the input data can be given by

xin = {Ĥ1, Ĥ2, . . . , ĤKall
, cB1

, cB2
, . . . , cBKall

}, where Ĥk = [ℜ(Hk),ℑ(Hk)] and training sample can
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be represented as {xin,R,B}. By repeating the above process for multiple number of times, the entire

training data set can be obtained. The test data set is also generated in the same way.

Algorithm 1 Generation of the training data

Input: xin.

Output: R, B.

Initialization: M∈ O (Kall ×Nc), U ∈ O (Nc ×NRB), R ∈ O (Kall ×NRB), B ∈ O (Kall ×Nc), the selected MU-MIMO

user set ΩS = ∅.

1: According to the best beam index of each user, set the corresponding element of M to 1, e.g., if Bk = nc, then

M(k, nc) = 1.

2: Assume there are Qnc possible schemes of resource allocation for users with the same best beam. Exploiting the

exhaustive search algorithm to find the user scheduling scheme with the maximum sum rate.

for nc = 1 : Nc

for q = 1 : Qnc

{k∗} = argmaxq
∑NRB

n=1

(

‖Hk,n‖
2

σ2

)

,

U(nc, n) = k∗ and R(nc, n) = 1,

end

end

3: After resource allocation, each beam is regarded as a virtual OFDMA user multiplexing the whole frequency resource.

Then, the integrated channel of each virtual OFDMA user is merged as follows, Ω = {H̃n1
, H̃n2

, . . . , H̃Nc
} and

H̃nc = [HU(nc,1)|HU(nc,2)| · · · |HU(nc,NRB)]Nr×Nt
is the channel matrix of a user allocated in the nth RB for the

ncth virtual OFDMA user. When a frequency resource is not been allocated to any user, HU(nc,n) is equal to zero

matrix.

4: Select NRF virtual OFDMA users to maximizes sum-rate.

for nc = 1 : NRF

if nc = max
H̃nc∈Ω log2

(

1 +
‖UH

nc
H̃ncVnc‖

2

δ2+
∑

j∈Ωs,nc∈Ω
‖UH

j
H̃ncVj‖

2 +
∑

j∈Ωs

‖UH

j H̃jVj‖
2

δ2+‖UH
nc

H̃jVnc‖
2
+
∑

i∈Ωs,i6=j ‖UH

i
H̃jVi‖

2

)

,

where U and V are the left unitary matrix and the right unitary matrix of the singular value decomposition of

virtual OFDMA user H̃nc , respectively.

then B(:, nc) = 1, Ω← Ω\{H̃nc}, Ωs ← Ωs ∪ {H̃nc}.

end

3.2.2 Training strategy of MTDL

To improve generalization and speed up the learning rate, the joint training mode is adopted where

MTDL parameters are adjusted to minimize the joint loss function. Specifically, the joint loss function

is optimized in the MTDL model and is defined as

Lossjoint =

2
∑

i=1

λiLossi, (14)

where Lossi is the loss function of the ith task. λi is the weight coefficient and adjusted by traversing

all weight coefficient combinations in the training phase to minimize the joint loss function. Results

demonstrate that the loss function is smallest when the weight coefficients are all 1. For each task, the

cross entropy loss function is formulated as

Lossi = −
∑

[li lnoi + (1− li) ln(1− oi)], (15)

where li is the labeled data of the ith task. During the training process, the model parameters are

updated by the Adam optimizer [22] to minimize the joint loss function continuously, which not only

calculates the adaptive parameter learning rate based on the first-order moment (mean), but also makes

full use of the second-order moment (variance) of the gradient, so that optimization efficiency can be

guaranteed.

Finally the selected OFDMA user and the user scheduling are obtained from the predicted data.

Specifically, it is described as follows:
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Figure 3 The structure of single task deep learning-based multiuser hybrid beamforming scheme.

Step 1. Predicted probabilities for the multiuser analog beamforming task are sorted in descending

order. The virtual OFDMA user corresponding to the top NRF values are chose as the multiplexing

analog beams which can be expressed as F = [f1,f2, . . . ,fNRF
].

Step 2. For the first selected analog beam, the user with the maximum probability is scheduled in

the corresponding RB according to the predicted probabilities for the user scheduling task. Repeat the

resource allocation process for each analog beam, and all RB can be allocated to multiple MU-MIMO

users.

3.3 Digital beamforming design

Based on the analog beamformer and the user scheduling results, the digital beamformer W is designed

by the zero-forcing algorithm. The digital beamformer in the nth RB can be designed as

Wn = (H̄H
n H̄n)

−1
H̄H

n , (16)

where H̄n = [H̄H
R(1,n)

, . . . , H̄H
R(NRF,n)

]
H
is the analog effective channel of the nth RB, and R(:, n) is index

of the user scheduled in the nth RB. Furthermore, Wn = [WR(1,n),n, . . . ,WR(NRF,n),n
], where WR(1,n)

is the digital beamformer of the user R(1, n) scheduled in the nth RB.

4 Simulation results and discussions

In this section, we present simulation results of our scheme and compare it with the traditional scheme

proposed in [9], the single task deep learning (STDL) scheme and the exhaustion search scheme. For

each channel matrix realization, the propagation environment is modeled as Pk = 5 paths. The angle

of φ is uniformly distributed over [0,π] and the constant angular spread of AoD is 5◦. The predesigned

codebook F is the discrete Fourier transform codebook. The description of the STDL scheme, traditional

scheme and exhaustion search scheme are as follows:

(1) The STDL scheme. As shown in Figure 3, the STDL scheme consists of two fully connected

networks: RB-Network and RF-Network, which correspond to user scheduling and multiuser analog

beamforming respectively. In addition the number of neurons in the hidden layer structure is the same

for the two networks, which are 128, 64, and 32, respectively. During the training phase, the networks
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Figure 4 The sum-rate cumulative distribution function (CDF) of different schemes with SNR = 0 dB. (a) NRF = 2,

NRB = 2; (b) NRF = 2, NRB = 4.

use cross-entropy as the loss function and are optimized by the Adam optimizer. For the RB-Network

and RF-Network, the training learning rate is set to 0.001 with a batch size of 100. After training the

two networks, the networks work in a cascaded manner. Specifically, the RB-Network first predicts the

probability of each user using each RB. According to the probability and the optimal beam index of each

other, the integrated channel of each OFDMA group can be obtained. Then, the integrated channels

are used as input data for the RF-Network and output data of the RF-Network is the MU-MIMO user

selection result. Compared with the MTDL scheme, the STDL is different because the two-task networks

are trained independently and there is no knowledge sharing between the tasks (networks).

(2) The traditional scheme. In this scheme, first, the OFDMA user group for users with an identical

RF beam is defined. Second, a frequency resource is allocated to each member according to the channel

gain, and each OFDMA group is defined as a virtual MU-MIMO user. Then, several MU-MIMO users

are selected to maximize the mm-wave system throughput.

(3) The exhaustive search scheme. In the exhaustive search scheme, first, we iterate over com-

binations of arbitrary NRB users with the same best analog beam and consider the combination with

the maximum sum-rate as the result of the OFDMA user scheduling. Second, iteratively compute the

sum-rate of the combinations of arbitrary NRF OFDMA visual group, and the combination with the

highest sum-rate is selected as the final multiuser analog beamforming result.

For appropriate comparison, the different schemes are implemented with Keras 2.2.4 in Python 3.6.0.

For MTDL DNNs, the neuron numbers of the three shared hidden layers from top to bottom are 256, 128,

and 64, respectively. The hidden layer in each subnetwork contains 32 nodes. Furthermore, the training

learning rate is set to 0.001 with a batch size of 100. The training and test sets consist of 100000 and

1000 samples, respectively, and the validation split is 0.1.

4.1 Network performance evaluation

In this experiment, the sum-rate of our MTDL scheme is evaluated and compared with the STDL scheme,

the traditional scheme proposed in [9] and the exhaustion scheme. Figure 4 shows the cumulative distri-

bution function of the sum-rate and the curve counts system sum-rate of 1000 test samples. It is observed

that the system sum-rate performance of different schemes increases as the number of RB increases. The

sum-rate performance of the exhaustive search scheme is optimal, while the STDL scheme is worst. For

the traditional scheme, the sum-rate performance of 50%−70% of samples is inferior to the exhaustive

search scheme. The performance of the MTDL scheme is very close to that of the traditional scheme.

Further, we compared the sum-rate to signal-to-noise ratio (SNR). As shown in Figure 5, the sum-rate

curve versus the SNR is presented for NRB = 2 (Figure 5(a)) and NRB = 4 (Figure 5(b)). It is seen that
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Figure 5 The sum-rate of different scheme versus SNR. (a) NRF = 2, NRB = 2; (b) NRF = 2, NRB = 4.
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the performance of the exhaustive search scheme has a smaller advantage over the MTDL scheme and

the traditional scheme. The MTDL scheme has a performance gap compared with the traditional scheme

in low SNR regimes, and the performance gap decreases as the SNR increases. In the meantime, the

performances of these three schemes significantly outperform the STDL scheme. Therefore, the proposed

MTDL scheme can effectively approximate the nonlinear mapping relationship between the pre-processed

CSI and the joint optimization results.

4.2 Computational evaluation

In this subsection, we evaluate the computational complexity of our proposed scheme, including the run-

time from the point where data is inputted into the networks to the point when the joint design results

are obtained. The results are shown in Figure 6. As can be seen, the computational complexity of the

MTDL scheme is significantly lower than that of the STDL-based scheme, the traditional scheme, and

the exhaustive search scheme. This is because a well-trained MTDL network only needs finite steps to

obtain scheduling results, while a traditional scheme needs to iterate indefinite times to obtain scheduling

results. The exhaustive search scheme needs to traverse and calculate every possible scheduling result,

so its computational complexity is the highest. In addition, since the MTDL scheme adopted the MTL

mechanism and the shallow shared representations, which improve the learning rate effectively, it is run-

time is smaller than that of the STDL scheme. Furthermore, the run-time of the traditional algorithm

increases with NRB, while that of our proposed scheme almost remains unchanged. These observations

indicate that our proposed MTDL scheme can effectively fit a complex algorithm and can be used in

real-time with negligible latency.
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5 Conclusion

In this work, we proposed an MTDL-based multiuser hybrid beamforming algorithm of mm-wave massive

MIMO OFDMA systems. To improve the generalization and speed up the learning rate, the DNNs for

the two tasks-user scheduling and multiuser analog beamforming-learn in parallel and share the relative

information contained in the shallow shared layer. Specifically, we utilize hard parameter sharing to

share the relative knowledge of two coupled tasks, which can mitigate the multiuser interference and

obtain more performance gains of user scheduling. Furthermore, we adopt an effective channel with a

low dimension as the input data to reduce the computational complexity of DNNs. Simulation results

reveal that the MTDL scheme can achieve an equivalent sum-rate performance with a lower run-time

than traditional algorithm, and much better than multiple serial single task DLs.
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