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Dear editor,
Data deduplication (Dedup for short) as a type of
redundant data elimination technology, can effec-
tively reduce the impact of redundant data on stor-
age costs, which consequently alleviates the prob-
lems and pressures caused by massive data stor-
age, management, and backup. As such, with the
exponential growth of user data stored in storage
systems, data deduplication systems are gaining
increasing popularity in diverse applications.

Data deduplication typically consists of several
steps: data segmentation, fingerprint calculation,
and fingerprint retrieval. In practice, the finger-
prints of data blocks, which are often calculated
by using SHA-1 or MD5 secure hash digest algo-
rithms, are used to represent and identify identi-
cal data blocks, while fingerprint retrieval is re-
sponsible for determining whether a data block is
duplicated. Although fingerprint calculation may
incur high overhead because of the complexity of
fingerprint algorithms, the overhead of fingerprint
retrieval is much worse for the data deduplica-
tion process [1] because, given the large volume
of data stored in deduplication systems, the fin-
gerprints of existing blocks must be repeatedly re-
trieved for comparison with high frequency, which
could quickly become a performance bottleneck in
deduplication processing. As such, optimizing fin-
gerprint search is a great challenge that must be

addressed.

Existing fingerprint-search schemes mostly fo-
cus on mining data characteristics to design new
index-access strategies or using high-performance
storage devices to speed up the fingerprint re-
trieval [2, 3]. For example, considering the large
number of fingerprint indexes generated by mass
data, some indexes are stored in hard disks. By
taking advantage of data locality, the index data
hit ratio in memory is improved, thereby reduc-
ing access to the slow hard disk and speeding up
the fingerprint retrieval [2, 3]. However, given the
separation of calculation and storage, a fingerprint
must be continuously moved between the central
processing unit (CPU) and memory through the
memory bus, leading to higher time overhead and
energy consumption, which affects the speed of fin-
gerprint retrieval.

Traditional computer memory is generally built
using DRAM (dynamic random access memory),
and the limited bandwidth of DRAM is a key per-
formance bottleneck in a modern computer sys-
tem. The memory bandwidth issue becomes in-
creasingly severe as the number of CPU cores in-
creases and memory-intensive applications become
more popular. The bandwidth of traditional mem-
ory limits the efficiency of fingerprint transmission.
Therefore, because of technical and hardware con-
straints, no fast and energy-saving fingerprint re-
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trieval scheme has been widely used thus far.
Three-dimensional (3D) stacked memory is an

emerging storage technology, which is internally
connected by through-silicon via technology (TSV
technology) [4], featuring high capacity, high
bandwidth, and low power consumption. To speed
up data processing and release CPU potential,
hardware architects propose an “in-memory pro-
cessing” solution that allows memory to provide
high bandwidth and low latency.

This study introduces a new and efficient
fingerprint-retrieval approach based on 3D stacked
memory, called in-memory chunk identification
(IMCI). IMCI utilizes PIM (processing in mem-
ory) to move the logic operation of fingerprint re-
trieval into memory in order to reduce the inter-
action between the CPU and memory and avoid
unnecessary data movements, which consequently
improves the retrieval efficiency and reduces en-
ergy consumption.

We exploit the Rabin algorithm to determine
the data block breakpoint and then use the SHA-
1 algorithm to process each data block to obtain its
160-bit fingerprint, which is used to compare the
stored hash values indexed via a hash table that
maps the fingerprints of the stored blocks to their
physical address. In IMCI, the data block is dupli-
cate if a match is found, otherwise, the fingerprint
of the data block is unique. It is then stored and
indexed via the hash table, and the corresponding
data blocks are aggregated into fixed-sized con-
tainers (typically 4 MB). In performing fingerprint
retrieval, a stack cube modeled by Cascaded-IO
(SMLA CIO) is accessed in IMCI via a crossbar
network by the CPU.

IMCI assumes SMLA CIO as its memory, which
is a 4-layer memory stack. The SMLA divides the
entire stacked cube vertically into logical channels,
similar to the concept of Vault in the hybrid mem-
ory cube [5,6]. These channels can work in parallel.

In this design, the SHA-1 [7] algorithm is used
to process the data block to obtain a 160-bit hash
value as its fingerprint. If the fingerprint is re-
garded as a hexadecimal string, then each finger-
print has 40 bits (where a “bit” is defined as the
number of characters in the string). The first char-
acter of the fingerprint is one of ‘0’–‘9’ or ‘A’–
‘F’, which is also called the flag of the fingerprint.
Given the nature of SHA-1, the number of finger-
prints with each different flag would be very close;
hence, we consider that the data block fingerprint
can be classified into 16 categories according to its
flag.

For these 16 flags of the data block fingerprints,
we set the SMLA to support 16 vertical logical
channels to utilize its parallelism. The data block

fingerprints are then evenly distributed through-
out the 4 stacked memory layers. Therefore, the
channel can process 16 data block fingerprints in
parallel. The SMLA is evenly divided into 16 ar-
eas, and each of these areas stores the fingerprints
with the corresponding flag.

The used 3D stacked memory contains a logic
layer, in which the computational units can be em-
bedded to equip the processing logic of a particu-
lar application. As mentioned earlier, the SMLA is
divided into 16 channels. A process element (PE)
is also set for each channel to manage the verti-
cal partitions and perform the fingerprint search
operations. Thus, the logical layer has a total of
16 PEs. Taking the previous example, the flag of
fingerprint ‘h’ is ‘3’, and should be stored in the
Channel3 partition.

The fingerprint determines the storage partition
according to its flag. When a fingerprint arrives,
it must be forwarded to the corresponding PE for
processing. The router is responsible for the com-
munication between the CPU and logical layer.
After the CPU sends fingerprint ‘h’ to the router,
the router forwards it to PE3 according to the flag
of ‘h’. After completing the retrieval, PE3 returns
the result to the router, which transmits it to the
CPU.

Two queues (i.e., a request queue and a result
queue) are set on the router and used to forward
the request to a specific PE and return the result
to the CPU from the specific PE. A global buffer
is also set on the routing chip to temporarily store
the data block fingerprint. A simple calculation
unit is configured to process the forwarding logic.

To determine if a fingerprint exists in the hash
table, IMCI first uses the hash function (the hash
function here is an algorithm, such as SHA-1 or
MD5) to calculate the fingerprint, then determines
its index position in the hash table, and finally
goes to the location to read the data and compare
it with the fingerprint. A match indicates that
the fingerprint already exists and the data block is
a duplicated data block not requiring any further
processing; otherwise, the fingerprint does not ex-
ist and the data block is a new one. However, if the
fingerprint of this data block has a conflict in the
storage location in the hash table, the fingerprint
data must be written to a new storage location via
calculation.

Each PE in IMCI processes its own fingerprint.
16 PEs can process 16 data block fingerprints in
parallel without interfering with each other be-
cause the communication between PEs is not nec-
essary, thereby saving the communication over-
head of the logic layer. Each PE sends a corre-
sponding operation command (read/write) accord-



Cheng W, et al. Sci China Inf Sci July 2020 Vol. 63 179101:3

ing to the comparison results. Depending on the
command type, the memory controller then per-
forms the corresponding operations on the storage
layer. A buffer is set in each PE to temporarily
store the data block fingerprint. Each PE allo-
cates a task according to the flag, and when con-
secutive identical flags appear, the request queue
needs to wait. IMCI maintains the request queue
for data block fingerprints in each PE and adopts
the FCFS (first come first serve) policy to process
the fingerprints.

IMCI adopts a hardware configuration similar
to that of Neurocube [8]. The PE unit uses a
28 nm manufacturing process. The area budget
of each PE is 0.1936 mm2, and 16 PEs occupy a
total of approximately 3.09 mm2. The area budget
of a router is originally 0.0609 mm2. The area cost
of the router is assumed to be the same as that of
the PE, and the budget of the entire logic layer is
68 mm2. Therefore, IMCI can be integrated into
the logic layer.

IMCI stores the data block fingerprints in its
memory. Data will be lost after power-off be-
cause the memory is volatile. The data persistence
scheme can be used to write the indexes to the
hard disks. IMCI pays attention to the data block
fingerprint retrieval stage. In alleviating the un-
necessary interference, the data index is assumed
to be completely stored in the memory without
data exchanges between the upper and lower stor-
age devices. IMCI’s fingerprint retrieval process
begins after the CPU calculates the data block fin-
gerprint:

(1) The CPU sends the fingerprint to the router
of the SMLA logical layer, and the router controls
the next operation;

(2) The router forwards the data to the corre-
sponding PE according to the flag of the data block
fingerprint;

(3) The PE first inserts the data block finger-
print into its own request queue and then takes
the fingerprint ‘h’ from the head of the queue and
sends it to the operator and comparator;

(4) The operator takes the fingerprint as the key
and performs a hash calculation to obtain its po-
sition index in the hash table;

(5) The operator sends the address information
to the memory controller;

(6) The memory controller reads the data of the
address from the DRAM, puts it into the buffer,
and sends it to the comparator for comparison
with ‘h’;

(7) The PE determines the type of command
based on the comparison result and sends the com-
mand type to the memory controller;

(8) The memory controller controls the DRAM
to perform the read/write operations.

Conclusion. In this study, we proposed a new
and efficient fingerprint-retrieval approach based
on 3D stacked memory, called IMCI, which adopts
the PIM idea by migrating the deduplicated logic
to the internal memory, thereby avoiding the
data movement overhead for fingerprint calcu-
lations. IMCI selects the SMLA CIO-type 3D
stacked memory as the storage medium and de-
signs the partition and logical layer of the storage
layer separately. With these improvements, the
system throughput of fingerprint retrieval can be
increased by 12.24%–26.64%, and the average stor-
age energy consumption is reduced by 22.95%.

However, the 3D stacked memory in IMCI is
volatile memory, and the data will be lost if the
power is turned off. Therefore, the data must
periodically persist on the hard disks. This pro-
cess can result in significant time and energy over-
head. Thus, well-designed persistence methods
to minimize the overhead or new non-volatile 3D
stacked memory to store the block fingerprints are
required. This is our next research direction.
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