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Abstract In cloud computing, virtual machine (VM) placement plays a crucial role in data center (DC)

management, as different ways of VM placement may require different system resources. As Cisco research

reveals that virtualization of DC increases traffic within the DC and causes network bandwidth to become

scarce resource, recent researches have been focusing on traffic-aware VM placement. However, previous

traffic-aware VM placement schemes treat the VM placement as a static process in that they do not take

into account the impact of the current placement decision on the subsequent placement. In this paper,

we thus propose a novel online traffic-aware VM placement scheme. Our scheme views VM placement as

a context-sensitive dynamic process in that the decision of every step of the placement is made aiming at

helping the subsequent steps of placement to reduce the required network bandwidth in the long run. In

our scheme, we consider not only inter-VM traffic but also the bandwidth constraint of a physical machine

(PM) when making a VM placement decision. To realize our objective, we put those VMs with close end

time in the same or close proximity PMs so that when the VMs are terminated, one can make enough room

for the future arrivals so as to not only minimize the number of active PMs but also reduce networking

costs. We conduct extensive simulations to verify the superiority of our scheme in terms of networking costs

and energy consumption. Simulation results show that our scheme outperforms improved-best-fit-decreasing

(IBFD) scheme, a revised best-fit version that takes inter-VM traffic into account, by 30%–40% on network

cost under various scenarios. Our scheme also promises 10%–25% power savings compared with IBFD.
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1 Introduction

Virtualization is the key technology that enables cloud users to share the physical resources in cloud

data centers (DCs) in a cost-effective way and can provide high availability service [1]. In a virtualized

DC, virtual machines (VMs) are created according to users’ demands, and users run their applications

on their VMs that are indeed running on physical machines (PMs). To optimize resource allocation,

how those users’ VMs are placed in those PMs plays crucial role, as different ways of VM consolidation

and placement may require different computational resources (CPU time, memory space) and network

resources (switches, network bandwidth). However, traditional VM consolidation schemes have focused

on minizing the usage of CPU, memory [2–5], and the VM consolidation problem has been formulated

as bin packing problem or its variant before it is solved [6].

Though virtualization provides a flexible way to support various large scale applications or systems,

such as multi-tier web application [7], MapReduce [8, 9], and network function virtualization (NFV) [10,
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Figure 1 (Color online) The placement of linked VMs in data center.

11], such a large scale task may need to run on more than one VM. For example, a typical multi-tier web

application consists of three tiers: presentation layer (web tier), business logic layer (app tier), and data

access layer (DB tier) [7]. Different layers usually run on different VMs and have different memory access

patterns. These VMs cooperate with each other to support the web application. Therefore, we consider

that a user’s request is a set of linked VMs in which some VMs cooperate with each other via message

passing.

Considering a real situation in a cloud DC in which users’ requests (represented by a set of linked VMs)

arrive online, and the placement decisions need to be made in real-time without any prior knowledge of

other users’ future requests, and the fact that the off-line version of VM consolidation has been shown

to be NP-hard [12, 13], the problem of online VM consolidation is extremely challenging in reality and

may need to be solved in a heuristic way. Besides, researches in [14–16] show that a DC’s internal traffic,

including inter-VM traffic, contribute up to about 80% of the whole traffic of the DC. Thus, in a DC

network, network bandwidth is quite limited at both the PM level and the rack level and thus need

to be used frugally. Thence, traffic-aware VM placement becomes a critical issue in DC management.

Consolidating VMs with the objective of minimizing network resource, e.g., network bandwidth, has been

receiving attention recently [12, 17–19].

As shown in Figure 1, the VM placement problem that we will tackle is different from those solved

by existing algorithms in that the VMs to be placed in our algorithm are linked VMs. There are several

racks in the DC, and a rack consists of several PMs, and a PM can accommodate several VMs. The

distance between two PMs is counted as the number of switches along their shortest path. The set of

linked VMs of a user1) will be mapped to the PMs in the racks in a way of minimizing the network

bandwidth required by the set of VMs for completing its application. In Figure 1, a user’s request, which

is a set of six linked VMs, is to be served. The red arrows represent the communication needs for the

pair of VMs. For simplicity, we temporarily assume that the amount of traffic between VMs are equal2).

The figure shows two different placement schemes that consume different network costs and energy. In

scheme A, 6 VMs are placed in Rack1, and the needed network traffic is 2 which is the traffic between

the two PMs that accommodate the VMs. In scheme B, 4 VMs are placed in Rack3 and two VMs are

placed in Rack4. The needed network traffic between Rack3 and Rack4 is 4, and the needed network

traffic between the two PMs in Rack3 is 1. It is not hard to see that scheme A is with lower network

cost and is more efficient than scheme B in terms of required bandwidth. Also, scheme A consumes less

energy than scheme B, since scheme A uses only 2 active PMs, but scheme B uses 3 active PMs.

1) Only the VMs belonging to the same user may need the communications among VMs.
2) In our simulations, we indeed assume that the inter VM traffic follows normal distribution.
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Also, in Section 5, we show that end time is another important factor that needs to be taken into account

when devising an online VM placement scheme. In a virtualized DC, the creation and destruction of VMs

is an important operation of VM management. A VM is created and destructed based on its start time

and end time. Therefore, in VM management, information such as the end time of each VM is recorded

such that the VM will be destructed at the right time. For example, in cloud systems, one needs to

define the VM’s end time [20]3), and some other studies also state that it is required to preset VMs’

end time [21–23]. By considering the end time, our VM consolidation scheme not only guarantees the

minimized usage of the number of PMs, but also minimizes the required network bandwidth.

We summarize the contributions and novel ideas of our work as follows:

(1) We take the VMs’ end time into consideration when making the placement decision for the arriving

VMs. The VMs with the closer end time, if placed in the slots of close proximity, will free these slots

together with higher probability and likely benefits future arriving VMs.

(2) Unlike previous schemes, our traffic-aware VM consolidation scheme considers the VMs to be placed

as a set of linked VMs in which the weight associated with a link represents the required traffic between

the two VMs. We also prove that this problem is NP-hard. Our greedy algorithm, with best efforts,

places the pair of VMs with heavy communication needs in the same PM so that the network bandwidth

is absorbed, thereby reducing the usage of network bandwidth.

(3) As link overflow has negative impact on the system’s performance, our placement scheme also takes

the risk of PM link overflow into consideration.

(4) Our scheme produces less free slot fragmentation in active PMs and thus activate as few as possible

sleeping PMs, thereby reducing energy consumption.

2 Related work

Ref. [24] performs an overview of VM placement problems in DC as well as their current solutions. So

far, the VM placement problem has been studied in different aspects.

In the previous researches on virtualized DC, the VMs to be placed are assumed to be independent

from each other. Their resource requirements are mainly CPU and memory. So these studies mainly

focused on the CPU and memory resource allocation [25], and the communication needs among VMs

were not considered.

Due to multiple physical constraints and different optimization objectives in DC, researchers have

focused on different targets in devising their VM placement strategies. They thus study this problem from

various aspects, namely energy efficiency [26,27], scalability [12,28], availability [29,30], reliability [31,32],

survivability [19], and network traffic [12, 17–19]. In general, VM placement can be classified into two

categories, namely energy consumption concern strategy and QoS concern strategy [33]. Most of the

placement strategies are either minimizing the utilities of physical resources or saving energy consumption

by shutting down the unused physical devices [17]. Although VMs can be re-mapped to PMs via VM

migration [34], migration can still increase the network burden.

Moreover, placing a set of linked VMs is more complex than placing a set of independent VMs. Placing

such VMs to PMs has to take the communications between VMs into consideration, and such problems

have been proven to be NP-hard [12, 13]. Therefore, inter-VM traffic is another important factor in

the placement of linked VMs, although there have been a few studies on traffic-aware VM placement in

DC [12, 17–19]. The VM placement scheme, called VMPlanner, in [17] optimizes both virtual machine

placement and traffic flow routing. The main function of the study is to turn off as many unneeded

network elements as possible for power saving. However, this study is not a pure online VM consolidation

scheme. Authors [12] traced and analyzed the traffic patterns in DC to observe the potential network

scalability benefit, and proposed an approximation algorithm, named TVMPP, to solve the VM placement

for scalability benefit. However, the states in DC are dynamic in that old VMs will be destroyed and

3) Get the list of events generated on any VM. https://portal.nutanix.com/#/page/docs/details?targetId=API Ref-

Acr v4 6:vms api getVMEvents auto r.html.
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the new VMs are to be created. This indicates that the states are changing and TVMPP cannot fit

such scenario well. Ref. [18] formulated the VM consolidation problem into a stochastic bin packing

problem and proposed an approximation algorithm as a solution. The solution is aware of the bandwidth

demand, but does not take the network topology into account. Indeed, in reality, the constraints are more

complex. The solution model should be improved to suit a realistic environment. Ref. [35] processed the

VM placement by taking the traffic between VMs into consideration to reduce the network cost in DC.

But the two communication models in [35] are not general cases in practice. The solution proposed by [19]

is mainly to improve the VMs’ survivability in DC. However, the authors do not take the performance

of the applications of the VMs’ owner into consideration. In fact, in many scenarios, there is no need to

have many backup VMs as what Ref. [19] proposed. In summary, the studies of VM placement mentioned

above can be categorized as the off-line VM placement scheme in that the placement decision, whether it is

traffic-aware or not, is made only for the good of the current arriving VMs without considering those future

arrivals. Fortunately, the research of online VM placement has been conducted by some researchers [5].

However, this study focuses on minizing the usage of computing resources, CPU, memory, disk, and has

ignored the network bandwidth as an important factor in performance measurement. As we will show in

Section 5 that the end time of each VM may also affect the online placement decision and in turn affect

the system and application performance, in this paper, we propose to study traffic-aware online linked

VM placement by taking the end time of each VM into account.

3 Models and definitions

In this section, we introduce the notations and models that are needed in the description and discussion

of our VM consolidation algorithms.

3.1 The environment of linked VM placement

3.1.1 Physical DC environment

We consider that a DC consists of nr racks, and a rack can accommodate nrp physical machines (PMs).

Each PM has nps slots and each of which accommodates a VM. PMs are connected with each other

through several switches or routers. The distance between two PMs is the number of links along their

shortest path. We name the distance of two PMs as Hop, as shown in Table 1. To reduce the energy

consumption, the empty PMs (the PMs that do not accommodate any VM) will be in sleeping state.

When there are no sufficient active PMs for the VM placement, some sleeping PMs will be activated.

3.1.2 VM and linked VMs

In reality, a DC services many users, and each user leases several VMs for a period of time. From the view

point of DC manager, the VMs’ lifespan in DC is a dynamic process in that the old VMs are destroyed

at their end time, and some new VMs are created when new users’ requests arrive.

Every user requires nui(nui > 0) VMs cooperating with each other to run his/her applications. In

order to finish the tasks, these cooperative VMs need to communicate with each other, and thus induce

network cost in data center. Thus, the input to the consolidation algorithm is a set of linked VMs for

each user. An occupied slot is freed if the VM that it accommodates reaches its end time.

3.2 Linked VMs of a user and some equations

We assume that some VMs of a user may need to communicate with each other and the set of linked

VMs of a user is denoted by a graph G(VM) = (V,E), where V represents the VM set, and E represents

the set of communication links among the VMs. |V | is the number of VMs in G(VM), and |E| is the

number of links in G(VM). The notations needed for the description of our algorithms are summarized

in Table 1.
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Table 1 Notations

v A VM

e(vi, vj) e(vi, vj) = 1 if there is a direct communication link between vi and vj , otherwise e(vi, vj) = 0

tr(vi, vj) Direct communication traffic between vi and vj , otherwise tr(vi, vj) = 0

e(vi, ∗) All direct communication links of vi

tr(vi, ∗) All direct communication traffic of vi

VS A VS represents a set of VMs. e.g., VSa represents the VMs to be placed in or residing in PM Pa

v
te
i vi’s end time

VSouta The whole out traffic of VSa

Bc The bandwidth constraint of a PM

NC The network cost

Hop(vi, vj) Number of physical links along the shortest path between PM Pvi and PM Pvj after vi and vj are placed

|P (fs)| Number of free slots in PM P

aPMs The set of active PM in DC

We then define some important notations for the convenience of algorithm description. Let the arriving

users follow Poisson distribution P (x = k) = e−λλk

k! , then λ represents the average number of arriving

users during a unit of period of time. We set ǫ = 0.69U
λ

, where U is a unit of time. Also, let T (vtei , vtej )

be defined as

T (vtei , vtej ) =

{

1, 0 6 vtei − vtej 6 ǫ,

0, else.
(1)

Then, TClose can be calculated by

TClose(vnew user,VS) = max







∑

vj∈VS

T (vtenew user, v
te
j ),

∑

vj∈VS

T (vtej , vtenew user)







. (2)

T (vtei , vtej ) states if the two VMs’ end time is within the range of ǫ4), and in the equation, one of vi
and vj is the VM waiting for being placed, and the other one is the VM which has been placed in a PM.

So, TClose counts the number of VMs in VS whose end time is within the ǫ range of the end time of a

user’s VMs. This means that TClose can be used to estimate which PM has more VMs whose end time

is close to the end time of new arriving VMs. If the VMs with high TClose are placed in the same PM,

it will free more slots for later arriving VMs with higher probability.

3.3 Inter-VM traffic estimate model

Before run time, the traffic is hard to predict exactly. DC can estimate the traffic range of each link

according to the functions of VM pairs. According to the history data in DC, it can estimate the traffic

of different types of link [36].

For the convenience of performance analysis, we partition traffic flows into several ranges TR =

{tr1 , tr2 , . . . , trn}. As the link traffic can be estimated as a range which falls in a subrange in TR, in

order to reduce the risk of traffic overflow to guarantee the QoS, all VM traffic through the network

interface in PM p should obey the inequation (3). p(vm) denotes the VMs that are currently placed in p.

∑

vi∈p(vm)

tr(vi, ∗)−
∑

vi,vj∈p(vm)

tr(vi, vj) 6 Bc. (3)

When conducting the simulation, the traffic of a link can only be estimated in a range of TR. We denote

link e(vi, vj)’s estimated traffic range by etr(vi, vj). So ⌈etr(vi, vj)⌉ and ⌊etr(vi, vj)⌋ are denoted as the

upper and lower bound of this range respectively. Intuitively, ⌊etr(vi, vj)⌋ 6 tr(vi, vj) 6 ⌈etr(vi, vj)⌉. So

if the condition satisfies inequation (4), it should also satisfy inequation (3).

4) We will show how we choose this ǫ value in the section of TClose analysis.
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∑

vi∈p(vm)

⌈etr(vi, ∗)⌉ −
∑

vi,vj∈p(vm)

⌊etr(vi, vj)⌋ 6 Bc. (4)

In this paper, to verify the superiority of our algorithm, in the evaluation, we assign the link weight

by estimating its traffic range so that the decision made can be more accurate.

3.4 System and runtime traffic model

In reality, with an explosive growth of DC traffic, network bandwidth constraint becomes a more and

more critical issue. Recent studies [12,37,38] show the bursty nature of DC traffic. Most of the previous

studies, except [18], assume that the inter-VM traffic is fixed, which is not the case in reality in a DC

environment. In this study, we use random variables to describe the traffic characteristic between VMs.

This can better represent such uncertainty of traffic features. So, the traffic of a VM pair is not a constant,

and we use a random variable, denoted byX , to estimate inter-VM traffic. As the study in [18], we assume

that the link traffic between two directly linked VMs follows normal distribution N(µ, σ2) approximately,

where µ represents the expect value of X , and σ represents the variance of X . As the traffic cannot be a

negative value, we set the lower bound of traffic value to be 0. Let tr(vi, vj) stand for the traffic between

VMs vi and vj . Then, tr(vi, vj) follows normal distribution with parameters µ and σ. There are actually

heavy traffic and light traffic coexisting in a DC, and traffic flows of different VM pairs are unequal.

Setting different values of µ and σ enables us to more accurately model the complex traffic demands of

various applications in real DC.

Also, the communicating VMs belonging to the same user may be placed in different PMs. This will

cause different traffic to use a physical link. We assume that traffic flows of VM pairs are independent

from each other. There might be several traffic flows using the same physical link at the same time. Also,

traffic flows produced from a set of linked VMs is the sum of the flows of VM pairs, whose one VM,

namely vi, and the other VM, namely vj , are placed in different PMs. Let eN be the set of links between

VSa and VSb, we have

treN (VSa,VSb) =
∑

vi ∈ VSa

vj ∈ VSb

tr(vi, vj). (5)

Also, let fi be the traffic flow of the ith link in eN , we have F = {f1, f2, . . . , f|eN |}, fi ∼ N(µi, σi
2), i ∈

1, 2, . . . , |eN |. F is the combination of all VM pair flows, and it is the joint distribution of f1, f2, . . . , f|eN |.

Based on the assumption that each VM pair flow follows the normal distribution and they are independent

of each other, F is a joint normal distribution, and follows the N(µF , σ
2
F ).

µF =

|eN |
∑

i=1

µi, (6)

σ2
F =

|eN |
∑

i=1

σ2
i . (7)

So the combined traffic treN (VSa,VSb) between VSa and VSb follows normal distribution N(µeN , σ2
eN

),

where

µeN =
∑

vi ∈ VSa

vj ∈ VSb

e(vi, vj) · µ
5), and σeN =

√

√

√

√

√

∑

vi ∈ VSa

vj ∈ VSb

e(vi, vj) · σ
2.

Then, VSa’s out traffic is defined as

VSouta =
∑

vi∈VSa

tr(vi, ∗)−
∑

vi,vj∈VSa

tr(vi, vj). (8)

5) e(vi, vj) = 1 if e(vi, vj) ∈ E of G(VM). Otherwise, e(vi, vj) = 0.
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Follows the normal distribution N(µout
eN

, σout
eN

2
), µout

eN
=

∑

vi∈VSa

e(vi, ∗) · µ−
∑

vi,vj∈VSa

e(vi, vj) · µ, and

σout
eN

=

√

∑

vi∈VSa

e(vi, ∗) · σ2 −
∑

vi,vj∈VSa

e(vi, vj) · σ2.

As the purpose of our scheme is traffic aware VM placement, we should reduce the out traffic of each

grouped VMs, i.e., VSa, by some means. In other words, we should increase
∑

vi,vj∈VSa
e(vi, vj). The

more inter-VM traffic absorbed by a PM, the less out traffic will be for the PM and thus will consume

less physical network resource.

In normal distribution X ∼ N(µ, σ), P{X < (µ + 3× σ)} ≈ 99.87%. Since the probability of 99.87%

satisfies high QoS requirement, such as service-level agreement (SLA), in order to reduce the risk of

physical link overflow to guarantee required QoS, we choose µ + 3 × σ as a VM pair traffic weight after

the VM pair are placed in a PM. This way, the remaining physical link bandwidth can be more accurately

estimated. So the traffic of VM pairs (vi, vj) which have been placed in PM p can be calculated as follows:

tr(vi, vj) = e(vi, vj) · µ+ 3× e(vi, vj) · σ. (9)

Then the remaining bandwidth Br of p is

Br(p) = Bc −





∑

vi∈p

tr(vi, ∗)−
∑

vi,vj∈p

tr(vi, vj)



 ,

= Bc − (µout
eN

+ 3× σout
eN

). (10)

Let VSw be the set of VMs waiting to be placed in PM p, and VSp be the VMs that have been placed

in p. In order to reduce the risk of overflow to guarantee QoS, the out traffic of PM p should obey the

inequation (11). Let Br(p) be the remaining bandwidth of PM p, then we have

trout(VSw) + trout(VSp) 6 Bc

⇒ trout(VSw) 6 Bc − trout(VSp)

⇒
∑

vi∈VSw

⌈etr(vi, ∗)⌉ −
∑

vi,vj∈VSw

⌊etr(vi, vj)⌋ 6 Br(p). (11)

Also, the number of VMs to be placed in a PM should not exceed the PM’s capacity. That is

|pvm|+ |vs| 6 nps, (12)

where |pvm| represents the number of VMs that have been placed in PM p, and |vs| represents the number

of VMs to be placed in PM p.

In summary, intuitively, the objective of our online VM placement algorithm is to find a PM (or

some PMs in a rack), denoted by VSx, for those new arrivals in VSa, such that TClose(VSa,VSx) is the

maximum among those TClose values while follows the conditions of inequations (11) and (12), and to

minimize the network cost (NC) defined by (13).

3.5 Problem statement

We denote the PM set in DC as P = {p1, p2, . . . , pm}. Each PM has several free slots, whose number

range is from 0 to nps. The problem is to partition the set of linked VMs of a user into several subsets

{Gs1 , Gs2 , . . . , Gsk} such that the size of each subset is constrained by the number of free slots in each

PM. We then map these subsets into PMs, as shown in Figure 2.

In order to measure the network resource consumption, we define the network cost (NC) as the per-

formance metric of network bandwidth consumption.
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Figure 2 (Color online) Example of linked VM partition and placement. (a) Arriving VM graph of a user; (b) VM

sub-graphs after partition; (c) PM states before VM placement; (d) PM states after VM placement.

Definition 1 (Network cost (NC)). NCmeasures the bandwidth consumed by the traffic of all VM pairs.

The bandwidth consumed by VM pair (vi, vj) is determined by the number of hops along the shortest

path of the two PMs Pvi and Pvj that accommodate vi and vj , respectively. NC can be calculated by

NC =
∑

pvi
6=pvj

[tr(pvi , pvj )×Hop(pvi , pvj )]. (13)

The objective of VM placement algorithm is to minimize the network cost (NC). As shown in Table 1,

Hop(vi, vj) represents the distance (the number of hops) between the residing location of VM vi and the

residing location of VM vj .

When measuring NC, the real DC network topology should also be taken into account. Our objective

is to develop an ideal VM consolidation scheme such that for each placement of a set of linked VMs, NC

is minimized.

In our design, the placement problem is divided into two phases: (1) partition the set of linked VMs

according to the number of free slots in PMs; (2) map the partitions to the right PMs, as shown in

Figure 2. There are two major concerns that need to be addressed in the two-phase placement scheme:

(1) The partition scheme can directly influence NC. The purpose of partition is to minimize the total

traffic of inter-partitions. (2) The other concern is the free slot fragmentation/concentration. The less

free slot fragmentation in a PM is, the more traffic will be absorbed by the PM, and thus the NC will be

reduced.

In Sections 4 and 5, we will address these two aspects, and propose our solution for the linked VM

placement problem.



Lin L W, et al. Sci China Inf Sci July 2020 Vol. 63 172101:9

4 Partition of linked VMs

Due to the constraint of free slots in PMs, the set of linked VMs needs to be divided into several subsets

before the VMs are placed in PMs. As introduced before, the traffic flows of different VM pairs are not

equal, inappropriate partition schemes will induce higher inter-partition traffic and will in turn result in

heavier physical link load and thus higher NC.

As shown in Figure 2(a) and (b), each partition will be placed in a PM. The inter-partition traffic will

bring traffic to inter PMs and consume DC network resource. So min-cut between partitions is essential

for bandwidth saving. Designing an optimal (or near optimal) partition is critical for the DC manager

to reduce the network cost.

As mentioned before, in this phase, a set of linked VMs is partitioned into several subsets of different

sizes according to the available free slots in PMs. Also, the number of partions is determined by the

number of available PMs. In order to save the energy consumption, we select minimum number of PMs

to accommodate these partitions. The selection of PMs should subject to the following objectives:

(1) Satisfy with the bandwidth constraint of (11) to reduce the risk of traffic overflow;

(2) Minimize the number of active PMs;

(3) Reduce the physical network bandwidth usage.

The problem is described as follows.

There are n linked VMs that form a graph G = (V,E). V = {v1, v2, . . . , vn} denotes the VM set, and

E denotes the link set. There are m available PMs P = {p1, p2, . . . , pm} that have enough free slots for

VM placement. We are to partition graph G into ns sub graphs Gs = {G1, G2, . . . , Gns} according to

the available free slots in P .

Objective: to minimize

(1)
∑

Gi ∈ Gs

Gj ∈ Gs

i 6= j

tr(Gi, Gj);

(2) ‖aPMs‖, the number of active PMs, while subject to (11) and (12).

Our VM placement is affected by the set of PMs who have enough free slots. There are two factors

that affect the network cost.

(1) The distance (number of hops) between the selected PMs.

(2) The free slot concentration of PMs.

Basically, the more concentrated the free slots is, the better for bandwidth saving would be. Let PMset

be the active PMs with free slots, the degree of free slot concentration δ can be measured by

δ =

∑

pi∈PMset |pi(fs)|

|PMset|
, (14)

where |pi(fs)| represents the number of free slots in pi. δ indicates the degree of free slots concentration.

The higher the δ is, the more concentrated free slots would be.

Theorem 1. The optimal partition of G, the set of linked VMs, is an NP-hard problem.

Proof. As discussed previously, the problem of VM set partition is to partition the graph G(V,E) into

k sub-graphs of specific size with minimum cuts. If we set k = 2, the problem is reduced to partition G

into 2 sub-graphs, G1(V1, E1) and G2(V2, E2). By setting |V1| = |V2|, this problem becomes the minimum

bisection problem (MBP), which is the special case of our problem. MBP has been proven to be NP-hard

in [39, 40]. Thus, the problem that we are tackling is also an NP-hard problem.

5 Practical situation consideration

In this section, we will illustrate how VM’s end time affect the system’s performance.
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Figure 3 (Color online) An example of VM placement by taking end time into account (the VMs with the same label

belong to the same user). (a) The time axis of each VM placement stage. (b) t1: current time is 20. VMs’ end time are

(a: 56; b: 69; c: 47; d: 25; e: 24). (c) t2: current time is 30. 4 new VMs (f1, f2, f3, f4) arrive. 4 VMs labeled by d or e are

freed. (d) t3: current time is 30. After the 4 new VMs are placed.

We observe that in reality, most of the times, some slots of some PMs are occupied by the VMs.

Unfortunately, previous researches of VM consolidation have actually considered only the static status in

that their algorithms are designed only for dealing with a single wave of arrivals without considering the

future arrivals. Since each PM has nps slots and because the VMs’ end time may be different, once the

old VMs terminated, their occupied slots will be freed for the newly arriving VMs. This could somehow

produce low free slot concentration if VMs’ end time is not considered when making a placement decision.

Our research aims at online VM placement. By considering the VMs’ end time in the placement decision,

since there will be less slot fragmentation, new arrivals get better chance to be put in the close proximity,

thereby minimizing the bandwidth demand.

Since energy consumption is also an important issue in DC, and in order to save the energy and improve

resource utilization, when devising our placement algorithm, we also aim at using as few number of PMs

as possible.

Naturally, the placement algorithm has to locate the free slots for the newly arriving VMs. The ideal

case is that when the new user’s VMs are arriving, they were placed to be as close to each other as

possible. Intutively, the free slots in close proximity could benefit those future arrivals. We then use an

example, as the two scenarios shown in Figure 3, to show how the end time affect network cost in VM

consolidation.

In Figure 3, the VMs with the same label belong to the same user. So they have the same end time. The

VMs belonging to the same user will be freed at the same time. To simplify the discussion, we temporarily

set the weight of each link in the graph to be 1. We introduced the graph model in Subsection 3.2. As

introduced in Section 3, the Hop (the number of hops) between any two PMs using the same router in

Figure 3 is 2 because the communications between the two PMs need to cross 2 physical links. The Hop

of VMs in the same PM is 0 because they do not need to cross any physical link.

The placement scheme maps the graph to the PMs in a way that the physical network cost is minimized.

Scenario A is the scheme that ignores the VMs’ end time, where Scenario B is the scheme that takes the

VMs’ end time into consideration. Figure 3(a) shows each stage time of the three VM placement stages.

Figure 3(b) shows that 16 VMs are placed into 4 PMs. Current time is 20, and all the 4 PMs are full now.
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The VMs with the same label are the ones with the same end time. Then, in Figure 3(c), the current time

is 30, and the VMs labeled by d and e have been freed. The 4 new VMs, f1, f2, f3, and f4, arrive and can

be placed in the 4 free slots. Figure 3(d) shows the scenarios of two possible placements. In the figure,

the arrowed arcs represent needed communications between the two PMs. From Figure 3(d), one can see

that the NC in Scenario A is (1 + 1+ 1+ 1)× 2 = 8, and the NC in Scenario B is (1+ 0+ 0+ 0)× 2 = 2.

Thus, we can see that Scenario A requires much higher network cost than Scenario B.

This example also tells us that the placement scheme to be devised should be a traffic-aware one. Based

on the location of those free slots, intuitively, if the VM pairs with high inter-VM traffic are placed to be

close to each other, it will not only reduce the network cost, but also leave more network resources for

the VMs that will arrive later. In addition, the link overflow can also degrade the system performance.

So, for each placement decision, we also need to control the total out-traffic of each PM and each rack to

avoid the out-link overflow.

6 Algorithm

Based on the above discussions, in this section, we describe our traffic-aware algorithm that takes both

graph6) partition and VM’s end time7) into consideration. Our VM placement scheme can be divided

into two important phases:

(1) Select the appropriate set of PMs to accommodate the VMs. Meanwhile, VMs’ end time is taken

into consideration.

(2) Partition the graph and map the partitioned subgraphs to the selected PMs. When partitioning

the graph, reducing inter-subgraphs traffic is the main concern.

Definition 2. Let PMset be the set of PMs selected to accommodate the VMs of the new arriving user.

We define Vset(t1, t2,PMset) as the set of VMs currently residing in PMset and will be freed during time

range [t1, t2].

We then use δF (t1, t2) to define the degree of slot concentration in PMset during the time range [t1, t2].

Let G(V,E) be the set of linked VMs of the new arriving user. Then, we have

δF (t1, t2) =
|Vset(t1, t2,PMset)|+ |V |

|PMset|
, (15)

Bef[e(va, vb),VSS ] =



































⌊etr(va, vb)⌋+
∑

vi∈VSS

⌊etr(va, vi)⌋+
∑

vi∈VSS

⌊etr(vb, vi)⌋, va /∈ VSS , vb /∈ VSS ,

⌊etr(va, vb)⌋+
∑

vi∈VSS

⌊etr(vb, vi)⌋, va ∈ VSS , vb /∈ VSS ,

⌊etr(va, vb)⌋+
∑

vi∈VSS

⌊etr(va, vi)⌋, va /∈ VSS , vb ∈ VSS .

(16)

Assume that te is the end time of G(V,E). To measure the future benefit of new arriving user’s VM

placement, we assume that G(V,E) is to be placed in the selected PMset. We set t1 = te−ǫ or t2 = te+ǫ,

which means that the VMs in PMset are satisfied with the TClose with G(V,E). So δF (te − ǫ, te) or

δF (te, te+ ǫ) can measure the concentration degree of the free slots freed by G(V,E) and the TClose VMs

in the PMset. Higher δF indicates that there would be better concentrated free slots for the future user’s

VMs.

Let n be the number of VMs to be placed. Algorithm 1 is developed for selecting the best PM set

for accommodating the VMs of new user. Lines 1–3 process the case with insufficient free slots for the

current VM placement. Lines 4–6 describe the scenario that active PMs are insufficient to accommodate

6) For the convenience of algorithm description and discussion, from now on, the set of linked VMs to be placed is viewed

and treated as a graph.
7) Note that VMs in the same graph, i.e., the set of VMs belonging to the same user, always have the same end time.
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Algorithm 1 PMSelection & VMMapping(G) //Select suitable set of PMs to accommodate the partitions of G

Input: The VM group graph G(V, E);

Output: The placement result of G;

1: if
∑

Pi∈DC
|Pi(fs)| < n then

2: return false;

3: end if

4: if
∑

Pi∈aPMs
|Pi(fs)| < n then

5: Activate minimum number of sleeping PMs s.t.
∑

Pi∈aPMs
|Pi(fs)| > n;

6: end if

7: if ∃ rack, such that ∑

Pi ∈ rack

Pi ∈ aPMs

|Pi(fs)| > n

then

8: for each such rack do

9: Order the aPMs in the rack in descend order according to PMs’ free slot numbers;

10: Select PM set PMa s.t.
∑

Pi∈PMa
|Pi(fs)| > n;

11: Calculate δ using (14);

12: end for

13: Set δ1 = max{δ}, and let the corresponding set of PMs be PM1;

14: for each such rack do

15: Order the aPMs in the rack in descend order according to PMs’ TClose calculated by (2) with G;

16: Select PM set PMb s.t.
∑

Pi∈PMb
|Pi(fs)| > n;

17: Calculate δF using (15);

18: end for

19: Set δ2 = max{δF }, and let the corresponding set of PMs be PM2;

20: if δ1 > δ2 then

21: PMset = PM1;

22: else

23: PMset = PM2;

24: end if

25: Partitions = Partition(G,PMset);

26: Map Partitions to the selected PMset;

27: else

28: Cut G into two sub-graphs, sG1 and sG2, with mini-cut;

29: PMSelection & VMMapping(sG1);

30: PMSelection & VMMapping(sG2);

31: end if

the VMs, and the DC manager will activate right number of sleeping PMs for the placement. This way,

it can keep the number of active PMs to be as small as possible, thereby saving energy for DC.

Since end time affects free slot concentration degree, and in turns determines NC, during the PM set

selection, we take both VM’s end time and inter-VM traffic into consideration. Lines 8–24 consider two

cases: (1) Calculate δ1 of current free slots; (2) If the VMs are placed in the rack, we calculate δ2 after the

VMs are freed in the rack. If δ1 > δ2, it means that the current free slots are better for VM placement.

Otherwise, i.e., δ1 < δ2, which means that the placement scheme will produce more concentrated free

slots in the future.

For Algorithm 2, we define Bef[e(va, vb),VSS ] for the measurement in graph partition. Bef[e(va, vb),

VSS ] of (16) is used to measure the traffic absorbed when e(va, vb) is included in VSS . The high

Bef[e(va, vb),VSS ] indicates that link e(va, vb) is a good choice to be included in VSS . Lines 11–30

perform the main task of partition. When selecting the best VM from G to be included in S, the decision

is made based on the calculated Bef. Basically, the VM with maximum Bef will be selected. Lines 12–18

are to process the case when S can include only one more VM. In this case, Lines 13–15 are to find a

pair of VMs such that one of them has been in S, and the other is not, and select the one whose Bef is

the maximum. Note that Line 16 actually includes only one more VM, i.e., either va or vb, as either of

them has been in S. Lines 19–28 are to select link (va, vb) with maximum Bef and include both VMs, va
and vb, in S. Once lines 11–30 have been executed, the number of VMs included in S is the same as the

number of free slots in PM Ps[i].
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Algorithm 2 Partition(G, Ps) //Graph partition algorithm in which the graph is linked VMs.

Input: Graph G(VM) and PMset Ps;

Output: A set of |Ps| partitioned subgraphs;

1: Order the PMs in Ps in descend order according to PMs’ free slot number;

2: Let the sorted order be Ps[i], i = 1, . . . , p;

3: Partitions = ∅;

4: for each Ps[i] in Ps in descend order do

5: let n = |Ps[i].fs|;

6: if G(VM) 6 n and obeys inequation (11) then

7: Return(Partitions = Partitions ∪G);

8: else

9: Order the links of G in descend order by weight, denoted by Link[];

10: S = ∅;

11: while |S| < n do

12: if (n− |S| = 1) then

13: for (Each e(va, vb) in Link[] in which va ∈ S or vb ∈ S) do

14: Get ei(va, vb) s.t. Bef[ei(va, vb), S] is maxmized;

15: end for

16: S = S ∪ {va, vb};

17: Delete {va, vb} and ei(va, vb) from G(VM);

18: Delete all links in S from Link[];

19: else

20: Get the first link e(va, vb) from Link[];

21: S = S ∪ {va, vb};

22: Link[] = Link[]− e(va, vb);

23: for (Each e(va, vb) in Link[]) do

24: Get ei(va, vb) s.t. Bef[ei(va, vb), S] is maxmized;

25: end for

26: S = S ∪ {va, vb};

27: Delete {va, vb} and ei(va, vb) from G(VM);

28: Delete all links in S from Link[];

29: end if

30: end while

31: if S obeys inequation (11) for the PM of Ps[i] then

32: Partitions = Partitions ∪S;

33: Delete Ps[i] from Ps;

34: else

35: Backtracking the partition until S obeys inequation (11) for a PM P (P ∈ Ps) and min(|P.fs− |S||);

36: Partitions = Partitions ∪S;

37: Delete P from Ps;

38: Reorder Ps;

39: end if

40: end if

41: end for

7 TClose analysis

How to measure the TClose is an important factor that will affect the network cost in VM placement.

The more accurate TClose measurement is, the higher benefit the online placement algorithm will gain.

In reality, there is usually a time interval between the two arriving users. So we use ǫ in inequation (17)

to measure the closeness between the end time of two VM sets.

|vtei − vtej | 6 ǫ. (17)

If VMs vi and vj satisfy inequation (17), then vi and vj can be put together so that their occupied

slots could be freed together during a time interval defined by ǫ. As mentioned previously, users’ arriving

follows Poisson distribution. In a long enough period of time, the average number of arriving users during

a unit of time approaches λ. To simplify the analysis, we assume that these λ users’ arriving times are

evenly distributed over this unit of time U .

As the users’ arriving follows Poisson distribution parameter λ, as shown in (18), we could estimate
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Figure 4 (Color online) Poisson distribution.

next user’s arriving time.

P (N(t) = n) =
(λt)ne−λt

n!
. (18)

Let P (X > t) be the probability of no arriving user during next time interval t. Then, we have

P (X > t) = P (N(t) = 0) =
(λt)0e−λt

0!
= e−λt. (19)

Moreover, we denote P (X 6 t) as the probability that some user(s) arrive during next time interval t.

Then, we have

P (X 6 t) = 1− P (X > t) = 1− e−λt. (20)

The ideal case is that if different VM sets with close enough end time, they likely will finish at around

the same time, and their occupied slots would be freed together for the new arrivals. If the time interval

is too short, the ǫ is less meaningful, because the probability that the VM sets can be put together is too

low. If the time interval is too long, the ǫ is also less meaningful, because the probability that the slots

occupied by the bundled VM sets may be realeased at very different times and thus would not benefit

the new arrivals.

To determine the right time interval, we set

e−λt = 1− e−λt ⇒ λt ≈ 0.693 (21)

to obtain 0.69, which is the cross point shown in Figure 4, to help calculate the right time interval. Then,

we have ǫ = α × U
λ
= 0.69U

λ
. This means that about a user arrives per 0.69U

λ
unit time on average. We

thus set ǫ = 0.69U
λ

. If vi and vj satisfy inequation (17) and are placed in the same PM, vi and vj will be

freed together during ǫ time interval.

8 Evaluation

8.1 Simulation settings

We assume that the topology of the DC is FatTree. We set the parameter of FatTree K to be 8, i.e., there

are 8 pods in DC, and each pod has 8 racks. Each rack can accommodate 16 PMs, and each PM has nps

slots. The users’ arriving rate follows Poisson distribution. The average rate of arrivals is λ. Each user

requests several VMs to finish his/her job(s). Users’ VMs may need to cooperate and communicate with

each other to finish the job. We use the same assumption as the study and experiment settings in [41]
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that the number of VMs requested by each user is exponentially distributed around a mean of 49. Also, a

user may demand many more VMs in order to be able to finish larger scale applications. For example, in

NFV, it may need hundred instances of virtual network functions (vnf) to cooperatively complete large

scale services. So the range of the number of VMs required by a user may be from several to hundreds.

In our simulation, we set the mean number of VMs that each user needs as a parameter. We set different

values of VM numbers to observe its impact on system performance.

In reality, the number of free slots (nps) in each PM is determined by the amount of resources with

which a PM is furnished and the amount of resources required by a VM. Per the study of [13,35,41] and

compared with the real Amazon EC2 VM instance, the number of free slots may range from several to

dozens. We thus also set different nps values in our simulation. In the simulation of users’ arrivals, in

Poisson distribution, we evenly divide a time unit to be 24 time intervals, which means that, on average,

there are λ arriving users during 24 hours, for example. The lifespan of each user, i.e., the lifespan of

the user’s VM, is randomly selected from the range of [0, 150]. The number of VMs per user obeys the

exponentially distribution with mean value numVM.

The bandwidth constraint Bout is set as 1 Gbps. In our simulation, since inter-VM traffic cannot be

predicted accurately before placement, we adopt a method to estimate the inter-VM traffic. In reality,

different inter-VM traffic flows are not equal, and we set the range of traffic to be in the range of [0,

300] Mbps. Then, using the analysis discussed in Subsections 3.3 and 3.4, an inter-VM traffic falls in a

subrange of [0, 30], [30, 60], . . . , [270, 300]. In the simulation, when generating a set of linked VMs for a

user, we randomly select a subrange as the inter-VM traffic for randomly selected pairs of VMs. Then,

the traffic of the VM pairs of the generated graph, the linked VMs, is dependent on µ and σ. Thus, using

(9), we randomly generate the µ and σ for each VM pair’s traffic such that µ+ 3× σ falls in a subrange

of the 10 subdivided ranges.

In our simulation, performance comparisons of the compared algorithms are carried out under the

same input, and each test result is the average of 30 runs with different random inputs. Also, for a PM

with no residing VM is put in sleeping mode so that the energy consumption can be correctly measured.

Furthermore, in order to be more convenient in showing the results in a figure, the experimental results

are min-max normalized using (22) such that the experimental results are confined in range [0, 1].

NCi =
NCori

i −min{NC}

max{NC} −min{NC}
, (22)

where NC represents the set of simulation results, NCi is the result after normalized, NCori
i is the origina

simulation result, min{NC} represents the minimum one among the simulation results, and max{NC}

represents the maximum one among the simulation results.

8.2 Validation of using TClose to achieve a better performance

The analysis presented in Section 7 shows how the right value of ǫ is determined in order to achieve better

performance of our on-line VM placement. In this subsection, we verify that choosing the right value

of ǫ does help on-line VM placement to offset the disadvantages of not knowing the future arrivals. As

shown in Section 4 that on-line linked-VM placement is NP-hard, it is hard to obtain its optimal solution.

We thus compare our algorithm with an off-line algorithm, an off-line version of BFD, to show that our

on-line VM placement scheme is indeed a smart design. When an off-line algorithm is making a placement

decision, the start time, the end time, the inter-VM traffic, and the number of VMs of future arrivals

have been known, and it thus can make near optimal placement decision. As stated at the beginning

of Subsection 8.2, unlike an off-line one, an online VM placement algorithm cannot foresee or predict

the details of future arrivals. We thus use ǫ calculated using (21) to help the on-line algorithm estimate

the future arrivals for making a better decision in VM consolidation. The main difference between the

off-line algorithm and the on-line one is that δ1 used in Algorithm 1 is known to both version, and δ2
is known only to off-line version. Thus, in our design, the on-line algorithm uses ǫ to help estimate the

future arrivals. Our simulation results show that using the idea of TClose with accurately selected ǫ, the
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Figure 5 (Color online) NC gaps between ours and off-line algorithm with respect to different nps values. (a) nps = 5;

(b) nps = 15; (c) nps = 30; (d) performance gaps with respect to different nps values.

performance of our on-line algorithm is very close to that of the off-line one in terms of network cost and

energy consumption. In one of the simulations for network cost comparisons, the simulation parameters

are set as λ = 4, numVM = 50, and U = 24 for both off-line and on-line version, and the simulations are

performed for different nps values in which nps =5, 15, 30. The simulation results are shown in Figure 5.

The results shown in the figure have been normalized using (22). The figure also shows the performance

gap between our on-line algorithm and the off-line one, and one can see that the performance of our

on-line placement scheme is very close to the performance of the off-line one, as the gap is less than 0.1

for different nps values. In another test, we let nps=15 and observe how different λ values’ impact on the

network costs would be. The simulation results are shown in Figure 6. One can see that the performance

of our on-line scheme is very close to the performance of the off-line one, as the performance gap is also

always less than 0.1 for different λ values.

We also compare the performance of our on-line scheme with the off-line one in terms of energy

consumption. To reduce the energy consumption, the empty PMs can be set in sleeping mode. This

way, the energy consumption of a DC is determined by the number of active PMs in the DC. The energy

consumption is denoted by EC and can be measured by

EC =
∑

P∈aPMs

EP × TP
run,

where P is an active PM in DC, Ep is the energy consumption per unit time by each PM, and TP
run is

the run time of P . We also denote ECr as the measurement of the ratio of the energy consumption of

our on-line scheme to the energy consumption of the off-line one, i.e.,

ECr =
ECours

ECoff
. (23)

The simulation results are shown in Figure 7. From the figure, one can see that in the time range

[0–20], ECr is almost equal to 1. In other words, the two algorithms are equally good. This is due to the

fact that in the initial stage, there are not too many users’ VMs to be freed, and the off-line algorithm

thus does not gain any superiority. However, when time goes by, ECr increases. This is because that as

time goes by, there are more and more occupied slots are freed, and on the other hand, there are also
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Figure 6 (Color online) NC gaps between ours and off-line algorithm with respect to different λ values. (a) λ = 2;

(b) λ = 4; (c) λ = 6; (d) performance gaps with respect to different λ values.
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Figure 7 (Color online) ECr between ours and off-line algorithm with respect to different nps values.

some new arriving VMs. This way, the off-line algorithm gains its superiority, as the off-line algorithm

possesses complete information of the end time of all of the VMs including the current ones and the future

arrivals. However, our on-line scheme uses TClose and the right choice of ǫ to offset the inferiority of not

being able to foresee the new arrivals. Therefore, the performance gaps between our on-line scheme and

the off-line one are always confined within 0.11 for different nps values in any time range.

8.3 Compared with best fit decreasing and improved best fit decreasing

It is difficult to make a straightforward comparison of the performances of those existing VM consolidation

schemes and ours due to the following reasons. First, most of the existing VM consolidation algorithms

are off-line scheme. Second, some on-line schemes take a set of independent VMs as input without taking

the inter-VM traffic into account for making consolidation decision. Third, those on-line schemes either

evaluate their schemes’ performance using different performance metrics or in different experimental set-

tings, and those studies were conducted under different assumptions or different constraints. Meanwhile,

best fit decreasing (BFD) has been proven to be an effective greedy method for obtaining near optimal

solutions for some NP-hard problems such as bin packing problem and VM consolidation [19,42]. There-

fore, to verify that our VM consolidation scheme outperforms other on-line schemes in terms of both
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network cost and energy consumption, we compare our scheme with BFD scheme and improved best

fit decreasing (IBFD) scheme. Both schemes considered are on-line version. Since the traditional BFD

takes independent VMs as input without considering the inter-VM traffic (which should be the case in

reality), we revise BFD to be the one that takes linked VMs as input and also takes inter-VM traffic into

account when making VM consolidation decisions. We name this improved version as IBFD, shown in

Algorithm 3.

Algorithm 3 IBFD(G) //Improved best fit slot-decreasing algorithm

Input: G, graph of user’s linked VMs;

Output: The placement result of G;

1: while G is not empty do

2: Order the active PMs aPM[] in non-increasing order in terms of PMs’ free slot numbers;

3: par = false;

4: n = max number of free slots in aPM[];

5: while par 6= true do

6: VS = NodeExcision(G, n); // Invoke Algorithm 4.

7: Get aPMset from aPMs whose free slot number is n;

8: if ∃aPM ∈ aPMset s.t. VMset VS can be placed in it and obeys inequation (11) then

9: Find an aPM s.t. VSout is the closest to Br(aPM);

10: Place VS in aPM;

11: par = true;

12: G = G\VS; //Delete VS from G.

13: else

14: n−−;

15: end if

16: if n = 0 then

17: Active a new PM whose free slot number is nps;

18: n = nps;

19: end if

20: end while

21: end while

Algorithm 4 NodeExcision(G, n) //Greedy algorithm for excising n nodes from G

Input: G, a graph of linked VMs;

Output: a VMset of size n;

1: VMset = ∅;

2: nG = 0;

3: Find a link e(vi, vj) with the largest weight in G;

4: VMset = VMset ∪vi ∪ vj ;

5: nG = 2;

6: while nG < n do

7: vk = max{va|
∑

vb∈VMset
e(va, vb), va /∈ VMset};

8: VMset = VMset∪vk ;

9: nG ++;

10: end while

11: return (VMset);

As our on-line scheme makes VM consolidation decisions by taking VMs’ end time and the topology

of DC architecture, including inter-PMs and inter-racks traffic, into account, we will show that our

scheme far outperforms BFD and IBFD in terms of both network cost and energy consumption. Per the

discussion in previous sections, the degree of free slot concentration during the course of VM placement

affects the network cost and also the energy consumption. Let SlotToPm =
Nfs

Nfp
, where Nfs is the total

number of free slots in DC and Nfp is the total number of PMs with free slots. Then, SlotToPm reflects

the degree of free slot concentration in DC. In the comparison of different performances of BFD, IBFD,

and our scheme, we first compare the performance of our scheme with the performances of BFD and

IBFD in terms of SlotToPm. Based on the insights we gain from our study, we believe that the higher

degree of free slot concentration is, the more inter-VM traffic will be absorbed in the placement of future
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Figure 8 (Color online) SlotToPm ratios of our scheme to IBFD (a) and BFD (b), respectively, with different nps values.
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Figure 9 (Color online) Saving ratios sr of NC with respect to different nps values. (a) nps = 5; (b) nps = 15; (c) nps = 30;

(d) sr(IBFD/ours) with respect to different nps values.

arrivals, thereby reducing both the network cost and the energy consumption during the entire course

of VM consolidation. The results shown in Figure 8 are calculated by SlotToPm(ours)
SlotToPm(IBFD) and SlotToPm(ours)

SlotToPm(BFD) .

In the figure, each box plot is drawn based on 30 sets of simulation results for each nps value. As one

can see from Figure 8 that the ratio is always more than 1, which verifies that the degree of free slot

concentration of our scheme is higher than that of IBFD scheme and the concentration degree of IBFD

is in turn higher than that of BFD scheme. When nps goes larger, the ratio increases accordingly. This

is because with more free slots in a PM, there is better chance to free more slots from the same PM in

our scheme, and thus the degree of free slot concentration is higher. This phenomena also explains the

results shown in Figure 9.

In our simulations, we compute the saving ratio (sr) using

sr(IBFD/ours) =
NCIBFD −NCours

NCours
, (24)
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Figure 10 (Color online) Saving ratios sr of NC with respect to different numVM values. (a) numVM = 40; (b) numVM

= 50; (c) numVM=60; (d) sr(IBFD/ours) with respect to different numVM values.

sr(BFD/ours) =
NCBFD −NCours

NCours
, (25)

where NCIBFD, NCBFD, and NCours represent the network cost of IBFD, BDF, and our scheme, respec-

tively. Thus, sr serves as an index showing the superiority of our algorithm compared with IBFD and

BFD. The higher value sr is, the more superior our algorithm will be. We conduct the experiments to

observe the network costs with respect to different nps. The simulation parameters include λ = 4 and

numVM = 50. Figure 9(a) shows that when nps = 5, in terms of network cost, our scheme outper-

forms IBFD by at least 30%, and outperforms BFD by at least 50%. Also, Figure 9(c) shows that when

nps = 30, in terms of network cost, our scheme outperforms IBFD by almost 40% for t > 600, and out-

performs BFD by 60% for t > 500. In deed, Figure 9(d) reveals that when nps increases, sr also increases

accordingly. This is because our scheme takes end time into account when making the consolidation

decision, and when there are more slots in a PM, there will be better chance to have higher degree of free

slot concentration, and then there will be better chance to host those new arriving VMs with the same

end time. This means that it can absorb more inter-VM traffic. Thus, intuitively, a PM with higher nps

in general can save more network cost if using our consolidation scheme. From Figure 9(d), one can see

that the performance gap between the test results of nps = 5 and that of nps = 30 is around 0.1 when

t > 250.

We also perform a simulation to observe the effect of different numVM on NC with nps = 15 and λ = 5

as simulation parameters. We conduct three tests for numVM = 40, 50, and 60 and compare our scheme

with IBFD and BFD. The simulation results are shown in Figure 10. In Figure 10, numVM is the mean

number of VMs that a user requests, and each dot is the average of the results of 30 runs. In order to

study how the current placement affects the subsequent placements, we set different numVM values. We

calculate sr at 10 moment times shown in the abscissas of the figure. Though the results shown in the

figure do not indicate that numVM has much effect on network cost saving, the results do show that as

time goes by, the sr increases, and after t > 600, there are more than 35% network cost saving for any

numVM values.

We also test the effect of different λ values on network cost. However, Figure 11 shows that λ values

have no significant effect on network cost. The reason is that in our scheme, when calculating TClose we

set ǫ = 0.69U
λ

, and thus tolerance time ǫ in inequation (17) adapts to different λ values. Nevertheless, with
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Figure 12 (Color online) ECr with different nps values.

the same λ, when nps increases, sr also increases. In summary, by taking VMs’ end time and inter-VM

traffic into account and using the idea of TClose to devise our scheme, among numVM, λ, and nps, only

nnp has significant effect on the network cost.

We also perform simulations to see how much energy savings our on-line scheme can gain compared

with IBFD. The test results shown in Figure 12 are calculated by (26) using parameters numVM =

50 and λ = 4. The figure shows the energy consumption ratio of our scheme to IBFD with respect to

different nps values. From the figure, one can see that to begin with, ECr is very close to 1. This is

because that during the initial stages, there were not too many slots released and the TClose mechanism

adopted in our scheme cannot help gain much. However, when time goes by, there are more and more

slots released and there are also more and more arriving VMs. In such scenario, TClose mechanism can

help the placement algorithm with consolidation and produce more concentrated VM placement, thereby

reducing the number of active PMs.

ECr =
ECIBFD

ECours
. (26)

Moreover, we also design a simulation environment using parameters numVM = 50 and nps = 15 to

test the effect of different λ values on energy savings. The test results are shown in Figure 13. One

can see that the influences of λ values on energy consumption are not very significant. In summary, our

scheme outperforms IBFD on energy savings by 10%–25% under various scenarios.

9 Conclusion

Network bandwidth, though is an important resource, is one of the constraints in DCs. The increas-

ing scale of cloud applications has made bandwidth increasingly becoming a bottleneck in the cloud.

Virtualization-based DC is thus facing new challenges in the use of network resources. Particularly, the

needs for users’ VMs to communicate with each other consume a lot of network bandwidth. Meanwhile,

energy consumption is another important issue in cloud computing. Fortunately, effective and efficient
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VM placement could largely reduce both network cost and energy consumption. This paper thus pro-

posed an online traffic-aware VM Placement in cloud DCs. Our scheme makes a VM placement decision

by taking not only the inter-VM traffic but also the VM end time into account. In particular, our VM

placement is treated as a context-sensitive process in the sense that the current placement decision is

made to have positive influence on the subsequent placements in terms of network cost savings and energy

savings. Our simulations verified that our scheme could save more than 35% network cost and more than

10% energy consumption compared with IBFD scheme under various scenarios.
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