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Dear editor,
For obtaining the accurate and timely informa-
tion from the modern process industries, an in-
creasing number of online hardware sensors are
equipped for process monitoring and control, en-
ergy management and environmental protection
purpose [1, 2]. However, some key variables of the
process cannot be measured by these online sen-
sors, which requires the off-line laboratory anal-
ysis. For solving these problems, an inferential
model called soft sensor is usually utilized [3].

Most traditional soft sensor methods are de-
signed under the assumption that the sampling
rate of the process and quality variables is the
same [4]. In most chemical processes, the sampling
rates of the process and quality variables may vary
among a large range (from 1 s to 24 h). To inte-
grate the multi-rate measurements for soft sensor
modeling, the semi-supervised methods are devel-
oped in recent years. Zhou et al. [5] used a semi-
supervised probabilistic latent variable regression
model (SSPLVR) for process monitoring in both
continuous and batch process. Yao et al. [6] pro-
posed a weighted latent factor analysis model us-
ing the measurements in a dual-rate system. Shao
et al. [7] proposed a novel semi-supervised selective
ensemble learning soft sensor model where the dis-
tance to model method is defined as the criterion.

Even though the semi-supervised models are ef-
ficient in these cases, they are all used in a dual-
rate process and it is not straightforward to ex-

tend them to the multi-rate processes. Hence, it
is desirable to develop a soft senor model using
the compelete multi-rate measurements without
down-sampling or up-sampling. In this study, a
multi-rate principal component regression model
(MRPCR) is proposed for quality prediction pur-
pose using the multi-rate samples.

Model and methodology. Consider an indus-
trial process with N kinds of sampling rates for
the process variables and S kinds of sampling
rates for the quality indicators, which are noted
as {X1,X2, . . . ,XN} and {Y1,Y2, . . . ,YS}, the
multi-rate principal component regression model
is given as

{

xn=Φnt+εn, n = 1, 2, . . . , N,

ys=Ψst+ξs, s = 1, 2, . . . , S,
(1)

where X1 ∈ R
K1×M1 ,X2 ∈ R

K2×M2 , . . . ,XN ∈
R

KN×MN . It indicates that sample numbers of
the process variables with different sampling rates
are also diverse, which is written as Xn =
{xn1,xn2, . . . ,xnKn

}, n = 1, 2, 3, . . . , N . Simi-
larly, the quality variables are given as Y1 ∈
R

J1×H1 ,Y2 ∈ R
J2×H2 , . . . ,YS ∈ R

JS×HS and
Ys = {ys1,ys2, . . . ,ysJs

}, s = 1, 2, 3, . . . , S. The
key factor of the MRPCR model is the la-
tent variable T= {t1, t2, . . . , tK} ∈ R

K×D, where
the total sampling time interval is K and it is
guaranteed that at least one kind of sampling-
rate variable is collected at each sampling inter-
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val. Hence, it is readily to obtain that K >

max {K1,K2, . . . ,KN , J1, J2, . . . , JS}. The latent
variable t is determined and shared by all the
multi-rate measurements. The loading matrixes
are Φn ∈ R

Mn×D, n = 1, 2, . . . , N and Ψs ∈
R

Ms×D, s = 1, 2, . . . , S, respectively. The mea-
surement noises are ε1, . . . , εN and ξ1, . . . , ξs.

The model inferences of the proposed MRPCR
can be made in the probabilistic framework. Usu-
ally, we assumed that the prior distribution of the
latent variable follows the Gaussian distribution
with zero mean and unit variance and the mea-
surement noises follow the isotropic Gaussian dis-
tributions as εn ∼ N(0, σ2

nI), n = 1, 2, . . . , N and
ξs ∼ N(0, τ2s I), s = 1, 2, . . . , S. Hence, using the
properties of the probability theory and Bayes’
theorem, both the posterior distributions of the
latent variables and the measurements can be es-
timated.

The model parameters of MRPCR is trained
using the Expectation-Maximum algorithms. In
the E-step, the posterior distributions of the latent
variables are estimated using the current parame-
ters as

t̂k = Σ
−1
k

(

N
∑

n=1

σ−2
n Φ

T
nxnk+

S
∑

s=1

τ−2
s Ψ

T
s ysk

)

,

(2)

Σk =

N
∑

n=1

φnkσ
−2
n Φ

T
nΦn +

S
∑

s=1

γskτ
−2
s Ψ

T
s Ψs + I,

(3)

E(tkt
T
k |Xo

k ,Y o
k ) = Σ

−1
k +t̂k t̂

T
k , (4)

where t̂k = E(tk |X
o
k ,Y o

k ) is the estimated latent
variables at the sampling time k and it is based on
the current observations, which are noted as Xo

k

and Y o
k . In a multi-rate system, the kinds of ob-

servations will change over sampling time. Hence,
two aided parameters φnk and γsk are used to rep-
resent the collection state of the measurements.
If φnk equals to 1, it indicates that the process
variables with nth sampling rate have been col-
lected at sampling time k. For contrary, φnk will
be zero when these process variables are not avail-
able at this time. Such definition of γsk is also
similar. It can be also seen that the model parame-
ters will change over time and they are chosen from
{Φ1,Φ2, . . . ,ΦN} and {Ψ1,Ψ2, . . . ,ΨS}, which is
based on how many kinds of process and qual-
ity variables are collected at each sampling time.
Hence, the proposed MRPCR can be thought as a
kind of specific time-variant model.

In the M-step, the model parameters are up-
dated for maximizing the likelihood using the re-
sults in the E-step. After taking the first-order

derivation of the likelihood, they are given as

Φ̂n=

[

Kn
∑

k=1

xnk t̂
T
k

] [

Kn
∑

k=1

E(tkt
T
k |Xo

k , Y
o
k )

]−1

,

(5)

Ψ̂s=

[

Js
∑

k=1

ysk t̂
T
k

] [

Js
∑

k=1

E(tkt
T
k |Xo

k , Y
o
k )

]−1

, (6)

σ̂2
n =

1

KnMn

Kn
∑

k=1

{

xT
nkxnk−2t̂Tk Φ̂

T
nxnk

+tr(E(tkt
T
k |Xo

k ,Y o
k ))Φ̂

T
n Φ̂n)

}

,

(7)

τ̂2s =
1

JsHs

Js
∑

k=1

{

yT
skysk−2t̂Tk Ψ̂

T
s ysk

+tr(E(tkt
T
k |Xo

k ,Y o
k ))Ψ̂

T
s Ψ̂s)

}

,

(8)
where tr(·) is the matrix trace calculation opera-
tor.

After the model training is finished, the pro-
posed MRPCR can be used for soft sensor pur-
pose. When the test process variable data xn,test

are collected, the quality variables are estimated
as

ttest =

(

N
∑

n=1

φn,testσ
−2
n Φ

T
nΦn + I

)−1

×
N
∑

n=1

σ−2
n Φ

T
nxn,test,

(9)

ys,test = Ψsttest, (10)

where φn,test is the aided parameter to reveal
the process variables with the corresponding nth
sampling rate are collected or not. Using (10),
the quality variables with different sampling rates
can be estimated. To evaluate the performance
of prediction results, the root mean square error
(RMSE) index is used [8].

Simulations. In this section, the proposed MR-
PCR is demonstrated by a real R2S anaerobic re-
actor in the papermaking wastewater treatment
process. Usually, the main units in a wastewater
process contains blending pond, primary clarifier,
regulating container, anaerobic reactor, anoxic
pool, etc, which is shown in Figure 1(a). Among
them, the R2S anaerobic reactor is a crucial unit.
In this study, 22 typical variables are collected as
the input data. Among them, there are three kinds
of sampling rates. Three of them are sampled per
hour and 12 of them are sampled per 2 h using
the online sensors. Besides, 7 off-line variables in
the reactor inlet are also chosen as the input data,
which are collected per 24 h. For output data,
five major quality indicators are chosen, which
contain chemical Oxygen demand (COD), volatile
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Type MRPCR PPCR PLS

COD 0.6730 0.7167 0.7295

VFA 0.6685 0.6898 0.6999

SS(1#) 0.3530 0.4093 0.4091

SS(2#) 0.3249 0.3641 0.3890

PH 0.6650 0.7042 0.6956
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Figure 1 (Color online) (a) The flowchart of the papermaking wastewater treatment process; (b) the prediction results
of the suspended solids (2#) in the anaerobic reactor outlet using (b.1) MRPCR, (b.2) PPCR, and (b.3) PLS; (c) the
prediction results in anaerobic reactor outlet.

fatty acid (VFA), PH, suspended solids (SS) 1#
and 2# in the anaerobic reactor outlet. All of
these quality variables are tested at the lab and
collected per 24 h. Using a period of three months
data in the normal condition, the proposed MR-
PCR model is constructed. For comparison, two
traditional soft sensor model PPCR and PLS are
also built. To validate the prediction performance
of the proposed method, another period of 72 days
data in the same unit are collected. The prediction
results are given in Figure 1(c). It can be seen that
the RMSE using MRPCR for all the five quality
data performs better than the alternatives. The
detailed prediction results for SS(1#) are given in
Figure 1(b). The main reason is that the proposed
method has utilized all the measurements instead
of dropping some useful information or making the
redundant estimation for down-sampling or up-
sampling.

Conclusion and future work. In this study,
a multi-rate PCR model is derived to integrate
multi-rate measurements for quality prediction
purpose. Using MRPCR, the prediction ability is
improved since all the process and quality data
have been utilized without own-sampling or up-
sampling.
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