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Dear editor,

Fuzzy models have been widely employed in vari-
ous fields, such as complex industrial process mod-
eling, classification, function approximation, and
time series prediction. Extracting fuzzy rules is
very important as they determine the capabilities
of the fuzzy model. In recent years, data-based
methods such as fuzzy clustering, genetic algo-
rithm, and neural networks [1-3], have been pro-
posed for extracting fuzzy rules. However, these
methods require continual learning or possess com-
plicated mechanisms that make them impractical
for engineering applications.

The Wang-Mendel (WM) method [4], which is
a classic method for fuzzy modeling, generates
a fuzzy rule from a data point. This method
is simple yet useful and rules generated from
this method are easy to explain to nonspecialists.
However, it lacks completeness and robustness so
Wang [5] introduced an idea to generate a rule
from multiple data points to improve the perfor-
mance of the WM method. Unfortunately, despite
this improvement, outliers still influence the ac-
curacy of the fuzzy model derived with the WM
method. For example, an outlier in A! (Fig-
ure 1(a)) has a great influence on the output subset
because there are few data points in A'. To further
reduce the influence of the outliers, it was practi-
cal to use outlier detection to obtain the weights of
the data points. In [6], the weights of the outliers
were obtained by the fuzzy c-means (FCM) clus-
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tering algorithm, which increased the complexity
of the WM method. Furthermore, other methods
for outlier detection are always complicated and
are difficult when they are used for a multi-input
modeling problem.

To improve the robustness of the fuzzy model
in a straightforward way, we simplified the out-
lier detection problem using the WM method to
transform the outlier detection of the input and
output data points to the outlier detection of the
output points. In this way, the multidimensional
outlier detection problem can be transformed into
a one-dimensional outlier detection problem. The
Gaussian distribution is then used to solve this
one-dimensional outlier detection problem. To es-
tablish the fuzzy model, the WM method was first
used to classify the fuzzy rules and the data points
into different groups according to their inputs.
Data points in the same group have inputs that are
in the same space. If the output of a data point is
far away from the other points in its group, it can
be regarded as an outlier, as shown in Figure 1(a).
Therefore, it is possible to just detect the outliers
of the output points in a group without consider-
ing any of the inputs. Next, for every group of
output points, we defined a Gaussian distribution
and obtained the weight of every output point. To
reduce the influence of outliers on the Gaussian
distribution function, the median was used to re-
place the average as the parameter of this func-
tion. The weights of the outliers were small be-
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Figure 1
method; (c) predicted results of our proposed method.

cause the outliers were far away from the group
median. Thus the influence of the outliers was re-
duced and the robustness of the fuzzy model was
improved. Finally, fuzzy rules were all extracted
from the groups, thus establishing the fuzzy model.
Results of the chaotic time-series prediction exper-
iment proved that our proposed method improved
the robustness of the fuzzy model in a simple way.

Approach overview. In order to clarify the ba-
sic idea of our new approach, we take the sim-
ple two-input and one-output case as an example.
Suppose we are given a set of input-output data
points (zgp),:cép),y(p)), p=1,2,...,N, where zgp)
and xgp ) are the p-th elements of the first and the
second inputs, y®) is the p-th element of the out-
put, and N is the number of the data points.

To establish a fuzzy model, we first need to gen-
erate the fuzzy rules of every data point and clas-
sify the rules into different groups, so the data
points are divided into different groups. Next,
we can establish a Gaussian distribution for ev-
ery group and obtain the weights of every output.
At last, all the fuzzy rules are extracted from the
groups and the fuzzy model can be established.

Generation and classification of fuzzy rules of
every data point. We first define the fuzzy sub-
sets of the two inputs as A; = {A} A2 ... A7}
and Ay = {A} A3,... A$*}. Then, compute the
membership values o (xip)) and e (zé”’) of

the p-th two inputs in All1 and Al22, respectively.
l1 =1,2,...,c is the index of subsets of the first
input, and lo = 1,2,..., ¢y is the index of subsets
of the second input. Find I € (1,2,...,¢1) and
15€(1,2,...,c2) such that
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le|: Absolute value of Mackey-Glass chaotic time-series prediction error

(Color online) (a) Fuzzy regions of the input-output space and sample data; (b) predicted results of the WM

for all {; and l5. From h*ere, the rule can be de-
termined that IF x; is All1 and z is Al;, THEN y
is centered at y® for every data, which is called
the data-generated rule needed by (z?’, xép), y®).
We also define a weight for this rule as w(®
Hogis (!Egp))#A;; ().

Thus, we can obtain N data-generated rules.
These rules are divided into different groups,
where the same groups share the same IF parts.
Suppose there are M such groups. Let group m
(m=1,2,..., M) have N,, rules such as: IF z; is
AZIT and x is Aé;n, THEN y is centered at y®x),
where k = 1,2,...,N,,, and p}* is the index for
the data points in group m.

Outlier detection based on Gaussian distribu-
tion. The output points are also divided into M
groups based on the groups of fuzzy rules. For ev-
ery group, we can obtain a Gaussian distribution.
The median is used to replace the average as the
parameter of this function to reduce the influence
of outliers on the Gaussian distribution function,
The Gaussian distribution of the m-th group is de-
fined as

(y) _yom)”
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where (™) and #("™) are the median and the vari-
ance of the output points of the m-th group, re-
spectively.

Fuzzy rules extraction and fuzzy modeling. We
combine the N,, rules into a single rule as: IF x; is
Al;l" and xg is Al;n, THEN vy is B, where B("™)
is a triangular fuzzy set [5] whose center av(™) and
variance o(™) are computed as
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where w(Px") is the rule weight. This combination
is repeated for all groups, and thus the M rules
are extracted.

Finally, the product inference engine, the sin-
gleton fuzzifier, and the center-average defuzzifier
are used to construct the fuzzy model. The output
is computed as
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Experiments. We conducted our experiment
for prediction of Mackey-Glass chaotic time-series
et = S2LTS — 0.1(t), where 2(0) = 1.2 and
7 = 17. In this experiment, we used z(t —6), z(t —
5),...,x(t) to predict (¢ + 1). 800 points from
t =6 to t = 805 of the series are used as training
data, and 300 points from ¢t = 806 to ¢t = 1105
are used as test data. z(t — 6),z(t —5),...,z(t)
are all divided into 7 fuzzy subsets with Gaussian
membership functions. 6 outliers (Table S1) are
given to test the robustness of WM method and
our proposed method.

To expound the effect of the Gaussian
distribution-based outlier detection to the fuzzy
model, the membership functions are the same,
regardless of whether the data base includes the
outliers. The absolute value of the prediction er-
ror |e| (Figure 1) and the output subset centers
(Table S2) are given to evaluate the performances
of the two methods. We also use the mean absolute
percentage error MAPE = 100 Zivzl le| as an eval-
uation criterion. With the WM method, MAPE
changes from 2.43% to 2.60% after the outliers are
added. With our proposed method, MAPE only
changes from 2.32% to 2.33%. It is clear that the
changes of the prediction results, output subset
centers, and MAPE of the proposed method are
smaller than those of the WM method. Therefore,
we can affirm that the Gaussian distribution-based
outlier detection can reduce the influence of the
outliers, and improve the robustness of the WM
method.
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Conclusion. We developed a method to simplify
the outlier detection with WM method in order to
establish a fuzzy model with high robustness in
a simple way. In this method, the data points
are classified into different groups using the WM
method. We can detect the outliers of the out-
puts in a group without considering any of the in-
puts because the inputs in the same group are in
the same space. Thus, the multidimensional out-
lier detection problem is transformed into a one-
dimensional outlier detection problem. The wights
of outliers in the same group are small, so the influ-
ence of outliers is reduced. Results of the chaotic
time-series prediction experiment prove that our
proposed method improves the robustness of the
fuzzy model.
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