
SCIENCE CHINA
Information Sciences

March 2020, Vol. 63 132202:1–132202:17

https://doi.org/10.1007/s11432-019-2678-2

c© Science China Press and Springer-Verlag GmbH Germany, part of Springer Nature 2020 info.scichina.com link.springer.com

. RESEARCH PAPER .

Observer-based adaptive consensus control for

nonlinear multi-agent systems with time-delay

Wenbin XIAO, Liang CAO, Hongyi LI* & Renquan LU

School of Automation and Guangdong Province Key Laboratory of Intelligent Decision and
Cooperative Control, Guangdong University of Technology, Guangzhou 510006, China

Received 8 July 2019/Revised 10 September 2019/Accepted 27 September 2019/Published online 11 February 2020

Abstract In this paper, we consider the observer-based adaptive consensus tracking problem for a class of

nonlinear time-delay multi-agent systems in the presence of input saturation. Under the assumption that the

communication topology is directed and connected, a distributed adaptive consensus controller is developed

based on the dynamic surface control technique. By constructing the nonlinear observer, the unmeasurable

agents dynamics can be estimated. Input saturation problem is solved by a smooth function combined with

an auxiliary variable. With the help of prescribed performance functions, the synchronization errors converge

to the prescribed sets, which are characterized as a neighborhood of zero. According to Lyapunov stability

theory, it is shown that with the proposed distributed consensus tracking approach, the consensus errors are

cooperatively semi-globally uniformly ultimately bounded. Finally, a simulation example is provided to show

the effectiveness of the proposed algorithm.
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1 Introduction

Over the past few years, the consensus problem of multi-agent systems (MASs) has emerged as a promising

research field owing to its extensive applications in unmanned autonomous vehicles, multi-spacecraft and

sensor networks [1–4]. The basic ideal of consensus problem, which is originally derived from the cluster

behaviour of animals, is to design a consensus protocol driving all the agents to reach an agreement [5–7].

The consensus problem of MASs can be categorized into two classes, namely, leader-following consensus

and leaderless consensus (also known as regulation problem). For leader-following consensus problem,

as stated in [8–10], a leader agent was viewed as an object followed by follower agents, and finally all

the agents accomplished the leader-following consensus behaviour. For leaderless consensus problem,

distributed controllers are proposed to steer each agent converging to an unprescribed value based on

relative neighboring agents’ information [2]. With the advantages of high robustness and great efficiency,

many adaptive cooperative control protocols have been presented for consensus problems combined with

interesting topics, such as convex optimization and event-triggered mechanism [11–15].

It is well known that system states are usually unavailable and only the system outputs are available for

measurement in practical dynamical systems. Aiming at solving this problem, considerable efforts have

been conducted in studying state estimation and stabilization problems [16–19]. Hence, some observers
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were established, such as linear observer [20, 21] and nonlinear observer [22, 23]. Among them, the con-

sensus tracking problem was considered for nonlinear MASs in Brunovsky form [23], where the unknown

states were estimated by a nonlinear observer. However, these results were obtained based on ideal qual-

ifications, and some of the intrinsic problems in MASs were neglected. Actually, networked MASs may

suffer from more complicated inherent problems in reality, like time-delay and input saturation [5,24,25].

By using the Lyapunov-Krasovskii functional to analyse the state delay problem, the leader-following

consensus problem was addressed for switching systems and deterministic systems in [26, 27]. Noting

that the aforementioned control algorithms are only applicable to MASs with measurable states, how to

address the consensus problem for MASs with both unmeasured states and time-delay is a meaningful

and challenging task.

On the other hand, the distributed consensus problem is associated with the behaviour of a set of agents,

and then it is natural to think about how to achieve prescribed performance attributes for nonlinear

MASs [28,29]. As an effective method to quantitatively describe the transient and steady-state responses

of the controlled systems, the prescribed performance control has been gradually adopted in practical

systems in recent years [30–32]. Among them, a state-feedback controller was developed to achieve

preset performance attributes for the flexible joint robots [31]. In [32], an adaptive control approach was

proposed to guarantee transient and steady-state performance of inverted pendulum system. However,

these schemes are only suitable for single agent systems. In order to achieve more effective and accurate

consensus tracking or formation tasks for MASs, it is nontrivial to extend the prescribed performance

control from single agent systems to MASs.

Motivated by the above analysis, this paper investigates the observer-based adaptive consensus tracking

problem for a class of nonlinear time-delay MASs with prescribed performance. It should be noted that

the consensus problem for MASs becomes more complicated when both the unmeasurable states and

time-delay are considered. Compared with the existing studies, the main contributions of this paper can

be stated as follows: (1) Different from the schemes proposed in [33,34], where adaptive control strategies

were given based on the assumption that all the states were measurable, this paper proposes a distributed

consensus approach for more general nonlinear MASs with unmeasurable states. Meanwhile, state time-

delay is also taken into consideration, where Lyapounov-Krasovskii functional combined with hyperbolic

tangent functions are used to overcome the design difficulties caused by unknown time-delay functions.

(2) Unlike the results in [27, 35], the system stability is guaranteed without prescribed performance

constraint. In this paper, the proposed adaptive distributed controller not only ensures that each follower

synchronises with the command leader, but also guarantees that the synchronization errors are confined

in preset bounds. (3) Furthermore, a smooth function combined with an auxiliary variable is introduced

to address the input saturation problem. The problem of “explosion of complexity” is avoided by using

the dynamic surface control (DSC) technique which greatly alleviates the computational burden.

The remaining part of the paper is organized as follows. In Section 2, some preliminaries and problem

formulation, which will be used in the paper, are presented. In Section 3, the adaptive consensus tracking

control scheme is developed by employing the DSC technique. Section 4 focuses on stability analysis.

Simulation studies are given in Section 5, in which the effectiveness of the proposed approach is validated.

Finally, the conclusion of this paper is drawn in Section 6.

2 Preliminaries and problem formulation

2.1 Preliminaries

2.1.1 Algebraic graph theory

In the networkedMASs, the directed weight graph G = (V , ε,A) is usually used to describe the information

communication topology among the agents. In the graph G, V = {n1, n2, . . . , nM}, ε = {(ni, nj) ∈ V×V},
and A = [aij ] denote the node set, the edge set, and the adjacency matrix, respectively. More precisely,

node ni represents the ith agent and belongs to a set Q = {1, 2, . . . ,M} with M as the number of agents.
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When agent j is able to acquire the information from agent i, (ni, nj) ∈ ε is an edge of the topological

graph G. Thus, a neighbor set is denoted as Mi := {j|(ni, nj) ∈ ε}. A = [aij ] ∈ R
M×M is an adjacency

matrix in the graph with nonnegative elements such that aij > 0, if j ∈ Mi, otherwise aij = 0. In this

paper, we assume that aii = 0 and the graph is fixed [36]. Let B = diag{b̄1, b̄2, . . . , b̄M}, where b̄i is the
weight value between the leader and follower i and diag{·} represents a diagonal matrix. If the follower

is able to receive the information from the leader, b̄i > 0, otherwise, b̄i = 0. Define L = D −A, where L
denotes a Laplacian matrix and D = diag{d̄1, d̄2, . . . , d̄n} represents a degree matrix with d̄i =

∑

j∈Q aij .

It should be pointed out that at least one follower can receive the communication information from the

leader. In this paper, when j ∈ Mi, we take aij = 1.

2.1.2 Radial basis function neural networks

As generally known, radial basis function neural networks (RBF NNs) have excellent approximation

property, which are able to approximate any sufficiently smooth functions with any desired accuracy ǫ

with suitably large NNs in a compact set [37]. Given a continuous nonlinear function, which is defined

over a compact set Ωs ⊂ R
l such that F (z) : Rl → R

n, according to the approximation property of

RBF NNs, one has F (θ, z) = θTϕ(z), where θ ∈ R
l×n is called adjustable weight matrix, and ϕ(z) =

[φ1(z), φ2(z), . . . , φl(z)]
T with l > 1 as the basis function vector defined in R

l. φj(z) is chosen as Gaussian

function such that φj(z) = exp [− (z−ϑj)
T(z−ϑj)

s2
j

], where ϑj = [ϑj1, ϑj2, . . . , ϑjl]
T and sj denote the center

and width of Gaussian basis function, respectively.

For a given smooth nonlinear function fj(z), which is defined over a compact set Ωs ⊂ R
n, there exists

an ideal weight matrix θ∗j such that fj(z) = θ∗Tj ϕj(z) + ǫ∗j(z), where z ∈ Ωs is the input vector, and

θ∗j := argmin
θ̂j∈R

{supz∈Ωs |fj(z)− θ̂Tj ϕj(z)|} is the ideal weight vector.

2.2 Problem formulation

Considering the nonlinear MASs which consist of one leader and M followers, the dynamics of follower i

are described as






ẋi,k = xi,k+1 + fi,k(xi,k) + di,k(xi,1(t− τi,k)),

ẋi,mi
= ui(υi(t)) + fi,mi

(xi,mi
) + di,mi

(xi,1(t− τi,mi
)),

yi = xi,1, k = 1, 2, . . . ,mi − 1, i = 1, 2, . . . ,M,

(1)

where xi,k = [xi,1, . . . , xi,k]
T denotes the system state variable, and yi is the system output. M denotes

the number of followers. fi,k(·) and di,k(·), satisfying fi,k(0) = 0, di,k(0) = 0, represent the unknown

smooth nonlinear function and the time-delay function in the ith subsystem, respectively. υi(t) is the

control input to be designed. ui(υi(t)) denotes the saturation nonlinearity of the system input which can

be computed as

ui(υi(t)) = sat(υi(t)) =







uM1i , υi(t) > uM1i ,

υi(t), uM1i < υi(t) < uM2i ,

uM2i , υi(t) 6 uM2i ,

(2)

where uM1i and uM2i are defined as the lower and upper bounds of the input saturation ui(υi(t)), respec-

tively [38]. Obviously, when υi(t) = uM1i and υi(t) = uM2i , there are two sharp corners. The following

smooth function is applied to surmount the obstacle:

R(υi(t)) = uMi
× erf

( √
π

2uMi

υi

)

= uMi
× 2√

π

∫
√

π

2uMi
υi

0

e−t2dt,

where uMi
=

uM1i
+uM2i

2 + (
uM2i

−uM1i

2 ) · sign(υi) with sign(·) being the standard sign function, and erf(·)
stands for the Gaussian error function. Then Eq. (2) can be rewritten as

sat(υi(t)) = R(υi(t)) + ℓi(υi), (3)
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where ℓi(υi) is a bounded function and satisfies |ℓi(υi)| 6 Γi with Γi being a positive constant.

Based on the communication topology and system (1), we define the synchronization error as

si,1 =
∑

j∈Mi

aij(yi − yj) + bi(yi − yl), (4)

where yj and yl denote the output of the neighbor and the leader, respectively.

The consensus tracking error for agent i is defined as ri = yi − yl. The consensus tracking error vector

is constructed as r̄ = (ȳ − 1M ⊗ yl), where r̄ = [r1, . . . , rM ]T, ȳ = [y1, . . . , yM ]T, 1M = [1, . . . , 1]T ∈
R

M , and ⊗ represents Kronecker product. Therefore, for all follower agents, the overall neighborhood

synchronisation error vector is constructed as S̄ = (L+ B)r̄, where S̄ = [s1,1, . . . , sM,1]
T.

Definition 1 ([39]). For the MASs (1) under a fixed communication graph, if there exist constants

ς1 and ς2, the bounds c1 and c2 for the initial time t0, and a time T > 0 such that ||yi(t0) − yl(t0)|| 6
ς1 ⇒ ||yi(t) − yl(t)|| 6 ς2 and ||yi(t0) − yj(t0)|| 6 c1 ⇒ ||yi(t) − yj(t)|| 6 c2 for all t > t0 + T , then

the distributed consensus tracking errors are said to be cooperatively semi-globally uniformly ultimately

bounded (CSUUB).

Control objective: Considering the MASs (1) in the presence of input saturation and state time-

delay, the proposed distributed adaptive consensus control protocol can guarantee that all followers

synchronously track the commander leader with the consensus tracking errors being CSUUB and ensure

that all the signals in the closed-loop system remain bounded.

Remark 1. If the distributed consensus tracking error ri, i = 1, 2, . . . ,M is CSUUB, then the practical

concept of “close enough” synchronization is ensured [40].

For completeness and compactness of presentation in control design procedure, the following assump-

tions and lemmas are given.

Assumption 1 ([33, 39]). The leader’s output yl of MASs and its derivatives ẏl, ÿl are bounded and

satisfy Ωb := {y2l (t) + ẏ2l (t) + ÿ2l (t) 6 B̄0}, where B̄0 is a constant.

Assumption 2 ([41]). For ∀X1, X2 ∈ R
mi , there exist some known constants µ̃i,k (i = 1, . . . ,M, k =

1, . . . ,mi) which satisfy the following inequality:

|fi,k(X1)− fi,k(X2)| 6 µ̃i,k‖X1 −X2‖,

where ‖ · ‖ denotes a vector norm named Euclidean norm.

Assumption 3 ([42]). For a nonlinear function di,k(xi,1(·)), there exist a bounded function Hi,k(ri,1(·)),
a bounded function d̆i,k(yl(·)), and a positive scalar σi,k such that

d2i,k(xi,1(·)) 6ri,1(·)Hi,k(ri,1(·)) + σi,k + d̆i,k(yl(·)),

where ri,1(·) = xi,1(·)− yl(·) is the tracking error and yl(·) is the tracking signal.

Remark 2. In this paper, the leader-following consensus problem is considered. Therefore, the tracking

error is further considered as synchronization error si,1 = Gi(L+ B)(ȳ − 1M ⊗ yl) with

Gi = [1, . . . , 0
︸ ︷︷ ︸

i

, . . . , 0] ∈ R
1×M ,

L + B being a matrix determined by communication topology graph, ȳ = [y1, . . . , yM ]T with yi = xi,1,

and yl being the output of the leader.

Remark 3. Assumption 3 provides the restriction on delay functions. It is nontrivial to extend the

assumption to address the time-delay problem for MASs, where the consensus tracking error ri is further

considered as synchronization error si,1. The main difference between the assumption used in this paper

and [42] lies in the definition of error. For the single agent systems, the tracking error depends on reference

signal directly. For the distributed consensus tracking problem, the neighbor agents’ output signals will

affect the consensus tracking error, and thus the graph theory is introduced to describe the relationship

among them. Note that a fixed graph is adopted in this paper. The effect of communication topology

matrix L+ B on consensus tracking error vector r̄ is linear.
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Lemma 1 ([40]). Suppose that the directed communication graph G contains a spanning tree. It can

be proved that all the eigenvalues of the matrix L + B possess positive real parts. Then, the consensus

tracking error is bounded by

||r̄|| 6 ||S̄||
σ(L+ B) ,

where σ(·) is the minimum singular value of a matrix.

Lemma 2 ([43]). For any variable ξi,1 and constant βi,1 > 0, limξi,1→0
1

ξi,1
tanh2(

ξi,1
βi,1

) = 0 is satisfied.

Define a set Ωz such that Ωz := {ξi,1||ξi,1| < 0.8814βi,1}. Then, for ξi,1 /∈ Ωz, the inequality 1 −
2 tanh2(

ξi,1
βi,1

) 6 0 is satisfied.

3 State observer design and RBF NN controller

In this section, the main results of this paper are proposed by a recursive backstepping-based DSC design

procedure.

3.1 Prescribed performance

In [44], Benchlioulis and Rovithakis proposed the concept of prescribed performance, which is achieved

by adopting the error transformation with a prescribed performance function. Thereby, it ensures that

the synchronization error si,1, i = 1, 2, . . . ,M evolves strictly within predefined decaying constraints:

−κi,1ηi(t) < si,1 < κi,2ηi(t),

where κi,1 and κi,2 are positive constants. The prescribed performance function ηi(t) satisfies the property

limt→∞ ηi(t) = ηi,∞ with ηi,∞ > 0. A strictly decreasing smooth function ηi(t) is chosen as the prescribed

performance function:

ηi(t) = (ηi,0 − ηi,∞)e−µ̄it + ηi,∞, ∀t > 0, (5)

where µ̄i > 0, ηi,0 > ηi,∞ > 0 with ηi,0 = ηi(0) such that −κi,1ηi(0) < si,1(0) < κi,2ηi(0). More

specifically, µ̄i denotes the lower bound of convergence speed of si,1. The constant ηi,∞ represents the

maximum allowable synchronization error at steady-state. By employing an error transformation, the

following formulation holds:

si,1 = ηi(t)Θi(ψi,1(t)), ∀t > 0, (6)

where Θi(ψi,1(t)) =
κi,2e

ψi,1(t)−κi,1e
−ψi,1(t)

eψi,1(t)+e−ψi,1(t)
. Then, the inverse function of Θi(ψi,1(t)) can be expressed as

ψi,1(t) = Θ−1
i

(
si,1
ηi(t)

)

=
1

2
ln

si,1
ηi(t)

+ κi,1

κi,2 − si,1
ηi(t)

. (7)

In order to design an observer-based distributed consensus control protocol for MASs, the following state

transformation is taken:

ξi,1(t) = ψi,1(t)−
1

2
ln
κi,1
κi,2

. (8)

Then we introduce DSC approach combined with the backstepping control design procedure to solve the

problem of “explosion of complexity” and adopt the coordinate transforms as follows:

si,k = x̂i,k − αf
i,k, zi,k = αf

i,k − αi,k, k = 2, . . . ,mi − 1,

si,mi
= x̂i,mi

− αf
i,mi

− βi, zi,mi
= αf

i,mi
− αi,mi

,
(9)

where βi is an auxiliary signal, such that β̇i = −βi + (R(υi(t)) − υi). x̂i,k and x̂i,mi
are the estimations

of xi,k and xi,mi
, which will be defined later. αi,k and αf

i,k are the input signal and the output signal of

a first-order filter.
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3.2 State observer design

The state-space form of the system (1) is rewritten as

ẋi,mi
= Âixi,mi

+

mi∑

k=1

Bi,kfi,k(xi,k) + biui + d̄i,mi
(xi,1(t− τi,mi

)),

yi = Cixi,mi
,

(10)

where xi,mi
= [xi,1, . . . , xi,mi

]T ∈ R
mi ,

Âi =







0
... Imi−1

0 0 · · · 0






,

Imi−1 denotes an identity matrix,

Bi,k = [0, . . . , 1
︸ ︷︷ ︸

k

, . . . , 0]Tmi×1, bi = [0, 0, . . . , 1]Tmi×1,

d̄i,mi
(xi,1(t− τi,mi

)) = [di,1(xi,1(t− τi,1)), . . . , di,mi
(xi,1(t− τi,mi

))]T, and Ci = [1, 0, . . . , 0]1×mi
.

In this paper, RBF NNs are used to approximate the unknown nonlinear functions fi,k(xi,k). Defining

x̂i,k as the estimation of xi,k, then fi,k(x̂i,k) can be approximated as

fi,k(x̂i,k) = θ∗Ti,kϕi,k(x̂i,k) + ǫ∗i,k(x̂i,k), (11)

where ǫi,k1(x̂i,k) is a bounded approximation error with ǫi,k > |ǫ∗i,k(x̂i,k)| as the upper bound, and θ∗i,k is

the optimal parameter vector of θi,k.

For the observer, the nonlinear function is expressed as f̂i,k(x̂i,k) = θ̂Ti,kϕi,k(x̂i,k). Thus, an NN state

observer is designed for system (1) as

˙̂xi,mi
= Aix̂i,mi

+Kiyi +

mi∑

k=1

Bi,kθ̂
T
i,kϕi,k(x̂i,k) + biui,

ŷi = Cix̂i,mi
,

(12)

where Ki = [ki,1, . . . , ki,mi
]T, Ai = Âi − K̄i with

K̄i =







ki,1
... 0mi−1

ki,mi
0 · · · 0







being a Hurwitz matrix. Then, there exists a matrix Pi > 0, for the given positive definite matrix Qi,

which satisfies

PiAi +AT
i Pi = −2Qi.

Defining ei,mi
= xi,mi

− x̂i,mi
as the estimation error of the state observer, then based on (10) and

(12), one has

ėi,mi
=Aiei,mi

+ ǫi,mi
+ ζi,mi

+

mi∑

k=1

Bi,kθ̃
T
i,kϕi,k(x̂i,k) + d̄i,mi

(xi,1(t− τi,mi
)), (13)

where ǫi,mi
= [ǫi,1, . . . , ǫi,mi

]T, ζi,mi
= [ζi,1, . . . , ζi,mi

]T, ζi,k = fi,k(xi,k)−fi,k(x̂i,k), and θ̃i,k = θ∗i,k− θ̂i,k.



Xiao W B, et al. Sci China Inf Sci March 2020 Vol. 63 132202:7

The following Lyapounov-Krasovskii candidate functional is utilized to validate the property of the

state observer:

V0 = Vv0 + Vw0, (14)

where

Vv0 =
M∑

i=1

Vi,v0 =
M∑

i=1

1

2
eTi,mi

Piei,mi
,

Vw0 =

M∑

i=1

Vi,w0 =

M∑

i=1

1

2b
e−r(t−τi)‖Pi‖2F

mi∑

k=1

∫ t

t−τi,k

erssi,1(s)Hi,k(si,1(s))ds,

and τi = max{τi,k} with r being a constant. ‖ · ‖F represents the Frobenius norm of a matrix.

According to (14), the derivatives of Vi,v0 and Vi,w0 are written as

V̇i,v0 6− eTi,mi
Qiei,mi

+ eTi,mi
Piζi,mi

+ eTi,mi
Pi

mi∑

k=1

Bi,kθ̃
T
i,kϕi,k(x̂i,k) + eTi,mi

Piǫi,mi

+ eTi,mi
Pid̄i,mi

(xi,1(t− τi,mi
)), (15)

V̇i,w0 6− rVi,w0 +

mi∑

k=1

(
1

2b
erτi‖Pi‖2F si,1(t)Hi,k(si,1(t))−

1

2b
‖Pi‖2F si,1(t− τi,k)Hi,k(si,1(t− τi,k))

)

.

(16)

Under Young’s inequality, Assumption 2 and ϕT
i,k(x̂i,k)ϕi,k(x̂i,k) 6 li, where li is the node number of

NNs, we have

eTi,mi
Pi

mi∑

k=1

Bi,kθ̃
T
i,kϕi,k(x̂i,k) 6

m

2
‖Pi‖2F ‖ei,mi

‖2 + 1

2

mi∑

k=1

θ̃Ti,kθ̃i,k,

eTi,mi
Pi(ζi,mi

+ ǫi,mi
) 6 ‖ei,mi

‖2 + 1

2
‖Pi‖2F ‖ǫiM‖2 + 1

2
‖Pi‖2F

mi∑

k=1

µ̃2
i,k‖ei,mi

‖2,
(17)

where ǫiM = [ǫ1,mi
, . . . , ǫM,mi

]T, m = mili and µ̃i,k are the design parameters.

According to Assumption 3, it can be obtained that

eTi,mi
Pid̄i,mi

(xi,1(t− τi,mi
)) 6

b

2
‖ei,mi

‖2 +
mi∑

k=1

1

2b
‖Pi‖2F

(
d̆i,k(yl(t− τi,k))

+ si,1(t− τi,k)Hi,k(si,1(t− τi,k)) + σi,k
)
, (18)

where b is a design parameter.

Therefore, substituting (17) and (18) into the time derivative of (14), one has

V̇0 6− qmin‖e0‖2 −
M∑

i=1

rVi,w0 +

M∑

i=1

mi∑

k=1

(
1

2b
erτi‖Pi‖2F si,1(t)Hi,k(si,1(t)) +

1

2
θ̃Ti,kθ̃i,k

)

+ h0, (19)

where e0 = [eT1,mi
, . . . , eTM,mi

]T, qmin = min{σ(Qi) − (1 + b
2 +

‖Pi‖
2
F

2 (
∑mi

k=1 µ̃
2
i,k +m))}, h0 =

∑M
i=1 gi0

+ 1
2‖Pi‖2F ‖ǫiM‖2 and gi0 >

∑mi

k=1

(
1
2b‖Pi‖2F d̆i,k(yl(t− τi,k)) + σi,k

)
is a constant.

Remark 4. According to Assumption 3, d̆i,k(·) is a bounded function. Therefore, it is reasonable to

give the upper bound of the bounded function d̆i,k(yl(t− τi,k)) as gi0. The approach of handling bounded

function adopted in this paper is motivated by [42].
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3.3 Controller design

The main results of this paper are derived from the following steps, in which the distributed adaptive

NN tracking controller is obtained.

Step 1. According to the error transformation (7) and (8), the time derivative of ξi,1(t) is

ξ̇i,1(t) = ωi

(

ṡi,1 −
si,1η̇i(t)

ηi(t)

)

, (20)

where ωi = 1
2 (

1
κi,1ηi(t)+si,1

− 1
si,1−κi,2ηi(t)

). It can be observed that ωi is composed of si,1 and ηi, and

satisfies 0 < ωi 6 ω̆iM =
(κi,1+κi,2)
ηi,∞κi,1κi,2

.

Meanwhile, based on (4), we have

ṡi,1 = (b̄i + d̄i)(xi,2 + fi,1(xi,1(t)) + di,1(xi,1(t− τi,1)))− b̄iẏl

−
∑

j∈Mi

aij(fj,1(xj,1) + xj,2 + dj,1(xj,1(t− τj,1))), (21)

where xi,2 = x̂i,2 + ei,2, x̂i,2 = si,2 + zi,2 + αi,2.

Consider the Lyapunov-Krasovskii candidate functionals as

V i,1 =Vi,1 + Vi,w1 + Vj,w1, (22)

where

Vi,1 =
1

2
ξ2i,1 +

1

2̺i,1
θ̃Ti,1θ̃i,1 +

∑

j∈Mi

aij
2πj,1

θ̃Tj,1θ̃j,1 +
1

2k i
γ̃2i ,

Vi,w1 =
1

c̃
e−r(t−τi,1)

∫ t

t−τi,1

erssi,1(s)Hi,1(si,1(s))ds,

Vj,w1 =
∑

j∈Mi

1

2b̃
e−r(t−τj,1)

∫ t

t−τj,1

erssj,1(s)Hj,1(sj,1(s))ds,

with c̃ > 0, b̃ > 0, ̺i,1 > 0, πj,1 > 0 and ki > 0 as the constants to be designed. γ̃i = γi − γ̂i and

γi = b̄iylN with ylN being the bound of ẏl.

Then, according to (20)–(22), the time derivative of Vi,1 can be calculated as

V̇i,1 6 ξi,1ωi

(

(b̄i + d̄i)(ei,2 + si,2 + zi,2 + αi,2 + θ̂Ti,1ϕi,1(x̂i,1) + ζi,1 + di,1(xi,1(t− τi,1)) + θ̃Ti,1ϕi,1(x̂i,1)

+ ǫi,1)−
∑

j∈Mi

aij(x̂j,2 + ej,2 + θ̂Tj,1ϕj,1(x̂j,1) + θ̃Tj,1ϕj,1(x̂j,1) + dj,1(xj,1(t− τj,1)) + ǫj,1 + ζj,1)

− b̄iẏl −
si,1η̇i(t)

ηi(t)

)

− 1

̺i,1
θ̃Ti,1

˙̂
θi,1 −

∑

j∈Mi

aij
πj,1

θ̃Tj,1
˙̂
θj,1 −

1

k i
γ̃i ˙̂γi. (23)

Subsequently, one has

V̇i,w1 6− rVi,w1 +
erτi,1

c̃
si,1(t)Hi,1(si,1(t)) −

1

c̃
si,1(t− τi,1)Hi,1(si,1(t− τi,1)). (24)

With the help of Young’s inequality, one gets

ξi,1ωi((b̄i + d̄i)di,1(xi,1(t− τi,1)))− ξi,1ωi

∑

j∈Mi

aijdj,1(xj,1(t− τj,1))

6
c̃

4
ξ2i,1ω

2
i (b̄i + d̄i)

2 +
1

c̃
(si,1(t− τi,1)Hi,1(si,1(t− τi,1)) + d̆i,1(yl(t− τi,1)) + σi,1) +

b̃Mi

2
(ξi,1ωi)

2

+
1

2b̃

∑

j∈Mi

(
sj,1(t− τj,1)Hj,1(sj,1(t− τj,1)) + d̆j,1(yl(t− τj,1)) + σj,1

)
. (25)
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Based on the communication graph, assuming that Y = L+ B, then the following inequality holds:

ξT∗,1ω̃∗Y (ζ∗,1 + e∗,2 + ǫ∗,1) 6
3

2
‖ξ∗,1‖2‖ω̃∗‖2F +

1

2
‖Y ‖2F max{µ̃2

i,1}‖e∗,1‖2

+
1

2
‖Y ‖2F‖e∗,2‖2 +

1

2
‖Y ‖2F ‖ǫ∗,1M‖2, (26)

where ζ∗,1 = [ζ1,1, . . . , ζM,1]
T, ξ∗,1 = [ξ1,1, . . . , ξM,1]

T, ω∗ = [ω1, . . . , ωM ]T, ω̃∗ = diag{ω∗}, e∗,1 =

[e1,1, . . . , eM,1]
T, e∗,2 = [e1,2, . . . , eM,2]

T, ǫ∗,1M = [ǫ1,1M , . . . , ǫM,1M ]T, and ǫ∗,1 = [ǫ1,1, . . . , ǫM,1]
T.

The first virtual controller αi,2 and adaptive laws
˙̂
θi,1,

˙̂
θj,1, ˙̂γi are constructed as follows:

αi,2 = − 1

(b̄i + d̄i)





(

ρi,1 +
6

2
+
c̃

4
(b̄i + d̄i)

2 +
b̃Mi

2

)

ξi,1ωi −
∑

j∈Mi

aij(x̂j,2 + θ̂Tj,1ϕj,1(x̂j,1))

− si,1η̇i(t)

ηi(t)
+

ξi,1ωi

|ξi,1ωi|+̟i

γ̂i

)

− θ̂Ti,1ϕi,1(x̂i,1), (27)

˙̂
θi,1 = ̺i,1(ξi,1ωi(b̄i + d̄i)ϕi,k(x̂i,1)− νi,1θ̂i,1), (28)

˙̂
θj,1 = πj,1(−ξi,1ωiϕj,1(x̂j,1)− µj,1θ̂j,1), (29)

˙̂γi = ki

(

ξ2i,1ω
2
i

|ξi,1ωi|+̟i

− oiγ̂i

)

, (30)

where ̺i,1 > 0, νi,1 > 0, µj,1 > 0, ̟i > 0, oi > 0 are constants to be designed.

Using Young’s inequality, we get

θ̃Ti,1θ̂i,1 + γ̃Ti γ̂i 6 −1

2
θ̃Ti,1θ̃i,1 +

1

2
θ∗Ti,1 θ

∗
i,1 −

1

2
γ̃Ti γ̃i +

1

2
γTi γi. (31)

Similar to [45], define Ri,1 =
∑mi

k=1
erτi,1

c̃
si,1(t)Hi,1(si,1(t)) +

∑

j∈Mi

erτj,1

2b̃
sj,1(t)Hj,1(sj,1(t)) +

∑mi

k=1
erτi

2b ‖Pi‖2F si,1(t)Hi,k(si,1(t)). Considering the approximation property of RBF NNs and Young’s inequal-

ity, one has

ξi,1ωi

2

ξi,1ωi

tanh2
(
ξi,1
βi,1

)

Ri,1 6 ξi,1ωi(θ
∗T
i,l1ϕi,l1(x̂i,1) + ǫ∗i,l1(x̂i,1) + ζi,l1)

6
3

2
ξ2i,1ω

2
i +

li
2
θ∗Ti,l1θ

∗
i,l1 +

1

2
ǫ2i,l1 +

1

2
ζ2i,l1,

where ǫi,l1 and ζi,l1 are the approximation error and estimation error of 2
ξi,1ωi

tanh2(
ξi,1
βi,1

)Ri,1, respectively.

Remark 5. With the help of Lyapunov-Krasovskii candidate functionals Vw0, Vi,w1, and Vj,w1, the

nonlinear time-delay function si,k(t−τi,k)Hi,k(si,k(t−τi,k)) can be compensated. However, the remaining

delay-free function si,1(t)Hi,1(si,1(t)), which is introduced by Lyapunov-Krasovskii functional, makes the

controller design difficult. These terms cannot appear in the controller directly because of the singularity

problem at ξi,1 = 0. Therefore, the property of tanh in Lemma 2 is introduced to tackle this obstacle.

According to V1 =
∑M

i=1 V i,1, we have the following inequality:

V̇1 6
1

2
‖Y ‖2F (max{µ̃2

i,1}+ 1)‖e1‖2 +
M∑

i=1

(

− ρi,1ξ
2
i,1ω

2
i −

oi
2
γ̃Ti γ̃i −

νi,1
2
θ̃Ti,1θ̃i,1 +̟iγi − rVi,w1 + h1

+ ξi,1ωi(b̄i + d̄i)(si,2 + zi,2) +

(

1− 2 tanh2
(
ξi,1
βi,1

))

Ri,1

)

−
∑

j∈Mi

(µj,1

2
θ̃Tj,1θ̃j,1 − rVj,w1

)

, (32)

where e1 = [e∗,1, e∗,2]
T, h1 = 1

2‖Y ‖2F ‖ǫ∗,1M‖2+∑M
i=1(

νi,1
2 θ∗Ti,1θ

∗
i,1 +

oi
2 γ

T
i γi+

li
2 θ

∗T
i,l1θ

∗
i,l1 +

1
2ǫ

2
i,l1 +

1
2 ζ

2
i,l1)+

∑

j∈Mi

µj,1
2 θ∗Tj,1θ

∗
j,1+g1 with g1 being a constant such that g1 >

∑M
i=1(σi,1+d̆i,1(yl(t−τi,1)))+

∑

j∈Mi
(σj,1

+ d̆j,1(yl(t− τj,1))).
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To avoid the repeatedly differentiating of certain nonlinear terms in traditional backstepping design, a

new variable αf
i,2 is introduced. αf

i,2 is the filtered signal of a low-pass filter with αi,2 as the filter input

signal, such that

τi,2α̇
f
i,2 + αf

i,2 = αi,2, αf
i,2(0) = αi,2(0),

where τi,2 is filter time constant. Then, one obtains żi,2 = − zi,2
τi,2

+ Ei,2(·), where Ei,2(·) will be defined

later.

Step k (k = 2, . . . ,mi − 1).

˙̂xi,k = x̂i,k+1 + θ̂Ti,kϕi,k(x̂i,k) + ki,k(xi,1 − x̂i,1). (33)

Based on (9), we have si,k = x̂i,k − αf
i,k, zi,k = αf

i,k − αi,k, k = 2, . . . ,mi − 1, where αf
i,k is the output

of a low-pass filter with filter time constant τi,k, such that

τi,kα̇
f
i,k + αf

i,k = αi,k, αf
i,k(0) = αi,k(0). (34)

Noting that x̂i,k+1 = si,k+1 + αi,k+1 + zi,k+1, it yields

ṡi,k =si,k+1 + αi,k+1 + zi,k+1 + θ̂Ti,kϕi,k(x̂i,k) + ki,k(xi,1 − x̂i,1)− α̇f
i,k, (35)

where α̇f
i,k =

αi,k−α
f

i,k

τi,k
=

−zi,k
τi,k

.

Consider the Lyapunov candidate function as follows:

Vk =
M∑

i=1

Vi,k =
M∑

i=1

(
1

2
s2i,k +

1

2̺i,k
θ̃Ti,kθ̃i,k

)

, (36)

where ̺i,k is a design parameter.

According to Lyapunov stability theory, the kth virtual controller αi,k+1 and the corresponding adap-

tive law
˙̂
θi,k are constructed as

αi,k+1 = −ρi,ksi,k − li
2
si,k − ki,k(xi,1 − x̂i,1)− θ̂Ti,kϕi,k(x̂i,k)−

zi,k
τi,k

, (37)

˙̂
θi,k = ̺i,k(−ϕi,k(x̂i,k)si,k − νi,kθ̂i,k), (38)

where ̺i,k > 0, νi,k > 0 are parameters to be designed. Then, substituting (37) and (38) into the time

derivative of Vk, we obtain

V̇k 6

M∑

i=1

(

− ρi,ks
2
i,k + si,k(si,k+1 + zi,k+1) +

(1− νi,k)

2
θ̃Ti,kθ̃i,k +

νi,k
2
θ∗Ti,kθ

∗
i,k

)

. (39)

Step mi. Similar to Step k, we have

ṡi,mi
=ui(υi(t)) + ki,mi

(xi,1 − x̂i,1) + θ̂Ti,mi
ϕi,mi

(x̂i,mi
)− α̇f

i,mi
− β̇i. (40)

Consider the Lyapunov candidate function as

Vmi
=

M∑

i=1

Vi,mi
=

M∑

i=1

(
1

2
s2i,mi

+
1

2̺i,mi

θ̃Ti,mi
θ̃i,mi

)

, (41)

and then, one has

V̇i,mi
6 si,mi

(ui(υi(t)) + ki,mi
(xi,1 − x̂i,1) + θ̂Ti,mi

ϕi,mi
(x̂i,mi

)− α̇f
i,mi

− β̇i) +
li
2
s2i,mi

− 1

̺i,mi

θ̃Ti,mi

(

̺i,mi
ϕi,mi

(x̂i,mi
)si,mi

+
1

2
θ̃Ti,mi

θ̃i,mi
+

˙̂
θi,mi

)

. (42)
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According to (3), noting that |ℓi(υi)| 6 Γi, and using Young’s inequality, one obtains

si,mi
ℓi(υi) 6

1

2
s2i,mi

+
1

2
Γ2
i . (43)

The input signal of the saturated controller is designed as

υi =− ρi,mi
si,mi

− li,mi
si,mi

− ki,mi
(xi,1 − x̂i,1)− θ̂Ti,mi

ϕi,mi
(x̂i,mi

)− zi,mi

τi,mi

− βi, (44)

where li,mi
= li +

1
2 , ρi,mi

and ki,mi
are design parameters. Construct the adaptive law as

˙̂
θi,mi

= ̺i,mi
(−ϕi,mi

(x̂i,mi
)si,mi

− νi,mi
θ̂i,mi

). (45)

Thus, substituting (43)–(45) into (42), the derivative of Vmi
is computed as

V̇mi
6

M∑

i=1

(

−ρi,mi
s2i,mi

+
(1− νi,mi

)

2
θ̃Ti,mi

θ̃i,mi
+
νi,mi

2
θ∗Ti,mi

θ∗i,mi
+

1

2
Γ2
i

)

. (46)

4 Stability analysis

In this section, we will give the stability analysis of the corresponding nonlinear MASs which applies the

proposed consensus algorithm. The main result is stated as follows.

Theorem 1. Consider the nonlinear MASs (1) under Assumptions 1–3 and bounded initial conditions.

Using the distributed consensus adaptive control laws (27), (37) and (44), NN weights updating laws

(28), (29), (38) and (45), assuming that the leader has directed paths to all the followers, one has that

the consensus tracking errors are CSUUB and all the signals in the closed-loop system remain bounded.

Proof. According to Lyapunov stability theory, we choose the Lyapunov-Krasovskii functional V for

all followers as

V = V0 + V1 +

mi∑

k=2

Vk +
1

2

M∑

i=1

mi−1∑

k=1

z2i,k+1. (47)

In view of (9) and (34), the time derivative of zi,k+1 is

żi,k+1 = −zi,k+1

τi,k+1
+ Ei,k+1(·),

where Ei,k+1 = −α̇i,k+1, k = 1, . . . ,mi − 1, concretely

Ei,2(·) =
1

(b̄i + d̄i)

((

ρi,1 +
6

2
+
c̃

4
(b̄i + d̄i)

2 +
b̃Mi

2

)

ωiξ̇i,1 +

(

ρi,1 +
6

2
+
c̃

4
(b̄i + d̄i)

2 +
b̃Mi

2

)

ω̇iξi,1

+ biÿl(t)−
∑

j∈Mi

aij( ˙̂xj,2 +
˙̂
θTj,1ϕj,1(x̂j,1) + θ̂Tj,1ϕ̇j,1(x̂j,1))−

η̈i(t)ηi(t)− η̇2i (t)

η2i (t)
si,1

− ṡi,1η̇i(t)
ηi(t)

)

+
˙̂
θTi,1ϕi,1(x̂i,1) + θ̂Ti,1ϕ̇i,1(x̂i,1),

Ei,k+1(·) = ρi,kṡi,k +
1

2
ṡi,k + ki,k(ẋi,1 − ˙̂xi,1) +

˙̂
θTi,kϕi,k(x̂i,k) + θ̂Ti,kϕ̇i,k(x̂i,k) +

żi,k
τi,k

, k = 2, . . . ,mi − 1.

Based on [28, 33], define a set Al = {
∑M

i=1 e
T
i,mi

Piei,mi
+
∑M

i=1
1
b
e−r(t−τi)‖Pi‖2F

∑mi

k=1

∫ t

t−τi,k
erssi,1(s)

Hi,k(si,1(s))ds+ξ
2
i,1+

1
̺i,1

θ̃Ti,1θ̃i,1+
∑

j∈Mi

aij
πj,1

θ̃Tj,1θ̃j,1+
1
k i
γ̃2i +

2
c̃
e−r(t−τi,1)

∫ t

t−τi,1
erssi,1(s)Hi,1(si,1(s))ds+

∑

j∈Mi

1
b̃
e−r(t−τj,1)

∫ t

t−τj,1
erssj,1(s)Hj,1(sj,1(s))ds +

∑M
i=1(

∑mi−1
k=1 (z2i,k+1 + s2i,k + 1

̺i,k
θ̃Ti,kθ̃i,k) + s2i,mi

+
1

̺i,mi
θ̃Ti,mi

θ̃i,mi
)}. According to Assumption 1, for constants B̄0 and p, the sets Ωb := {y2l (t) + ẏ2l (t) +
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ÿ2l (t) 6 B̄0} and Ωl := {Al 6 2p} are compacts in R
3 and R

dim(Ωl), respectively, where dim(Ωl) is the

dimension of Ωl. Thus, the set Ωb × Ωl is also compact in R
dim(Ωl)+3. Thus, Ei,k+1(·) is a continuous

function on Ωb × Ωl, and there exists a positive constant B̄i,k+1 such that |Ei,k+1(·)| 6 B̄i,k+1.

Substituting (19), (32), (39) and (46) into the derivative of (47), it yields

V̇ 6−
M∑

i=1

(
ρi,1ω

2
i − ωi(b̄i + d̄i)− 1

)
ξ2i,1 −

M∑

i=1

(

(−1 + ρi,2 − ωi(b̄i + d̄i))s
2
i,2 +

mi−1∑

k=3

(ρi,k − 1) s2i,k

+

(

ρi,mi
− 1

2

)

s2i,mi

)

−
M∑

i=1

((
1

τi,2
−
B̄2

i,2

2κ
− ωi(b̄i + d̄i)

)

z2i,2 +

mi−1∑

k=2

(
1

τi,k+1
−
B̄2

i,k+1

2κ
− 1

2

)

z2i,k+1

)

−
M∑

i=1

(
νi,1 − 1

2
θ̃Ti,1θ̃i,1 +

mi∑

k=2

νi,k − 2

2
θ̃Ti,kθ̃i,k +

∑

j∈Mi

µj,1

2
θ̃Tj,1θ̃j,1 +

oi
2
γ̃Ti γ̃i

)

−
M∑

i=1

(rVi,w0 + rVi,w1)−
∑

j∈Mi

rVj,w1 + l0‖e‖2 +∆+

(

1− 2 tanh2
(
ξi,1
βi,1

))

Ri,1, (48)

where l0 = −(qmin − 1
2‖Y ‖2F (max{µ̃2

i,1} + 1)), ‖e‖2 = min{‖e0‖2, ‖e1‖2}, ∆ = 1
2

∑M
i=1 Γ

2
i + h0 + h1 +

∑M
i=1̟iγi +

∑M
i=1

∑mi

k=1
νi,k
2 θ∗Ti,kθ

∗
i,k + κM(mi−1)

2 with κ as a design parameter. Assuming that wi,1 =

ρi,1ω̆
2
iM − ω̆iM (b̄i + d̄i) − 1, wi,2 = ρi,2 − 1 − ω̆iM (b̄i + d̄i), wi,k = ρi,k − 1, wi,mi

= ρi,mi
− 1

2 , χi,2 =

1
τi,2

− B̄2
i,2

2κ − ω̆iM (b̄i + d̄i), χi,k+1 = 1
τi,k+1

− 1
2 − B̄2

i,k+1

2κ , we choose the parameter as δ = min{ l0
λmax(Pi)

,

2wi,1, 2wi,k, 2wi,mi
, ̺i,1(νi,1 − 1), ̺i,k(νi,k − 2), ̺i,mi

(νi,mi
− 2), 2χi,2, 2χi,k+1,

∑

j∈Mi

πj,1µi,1
ai,j

, kioi}, i =
1, . . . ,M, k = 2, . . . ,mi − 1.

With proper design parameters, δ and ∆ will become positive constants. However, the last term

(1− 2 tanh2(
ξi,1
βi,1

))Ri,1 in (48) may be positive or negative, which depends on the size of ξi,1. In order to

analyse the stability of the closed-loop system, the following two cases need to be considered.

Case 1. When ξi,1 ∈ Ωz, that is |ξi,1| < 0.8814βi,1 with βi,1 being a positive constant. Therefore,

in terms of (6)–(8), the boundedness of si,1 is guaranteed. Then, according to Assumption 3, Ri,1 is a

bounded function with R
∗
i,1 as the upper bound. Therefore, we can obtain V̇ (t) 6 −δV (t) + ∆∗, where

∆∗ = ∆+ R
∗
i,1.

Case 2. When ξi,1 /∈ Ωz, we have (1 − 2 tanh2(
ξi,1
βi,1

))Ri,1 < 0 based on Lemma 2 and the fact that

Ri,1 > 0. Then, V̇ (t) 6 −δV (t) + ∆.

Accordingly, we have V̇ (t) 6 −δV (t) + ∆̆, where ∆̆ = ∆, for ξi,1 /∈ Ωz , and ∆̆ = ∆∗, for ξi,1 ∈ Ωz.

Moreover, V̇ (t) 6 −δV (t) + ∆̆ implies that when δ > ∆̆
p
, V̇ (t) 6 0 on V (t) = p where p is a constant.

Therefore, if V (0) 6 p, then V (t) 6 p, for t > 0.

Furthermore, by integrating process, one has
∑M

i=1 ξ
2
i,1 6 2V (t) 6 2e−δtV (0) + 2∆̆

δ
. As e−δt → 0

for t → ∞, it implies that
∑M

i=1 ξ
2
i,1 6

2∆̆
δ
, and the term ∆̆

δ
can be adjusted by choosing appropriate

parameters. According to (7) and (8), it can be obtained that the synchronization error si,1 will converge

to an adjustable small residual set around the origin with prescribed performance, which means that si,1

is bounded. In view of Lemma 1, ||r̄|| 6 ||S̄||
σ(L+B) , we have that ||r̄|| is also bounded. Then, according

to Definition 1 and ||r̄|| = ||ȳ − 1M ⊗ yl|| 6 ||S̄||
σ(L+B) , we can conclude that the consensus tracking errors

between the followers and the leader are CSUUB. Based on (28)–(30), θ̂i,1, θ̂j,1 and γ̂i are bounded. We

can obtain that αi,2 and αf
i,2 are bounded. Subsequently, according to (9), one has x̂i,2 is bounded. Thus,

we can recursively draw a conclusion that all the signals are bounded in the closed-loop system. The

proof is completed.

5 Simulation results

The effectiveness of the proposed adaptive consensus control method is demonstrated by the following

example. The communication graph is shown in Figure 1. Without losing generality, the MASs consist
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Figure 1 (Color online) Communication topology. Figure 2 (Color online) Consensus performance of leader

and followers.

of five agents. In this graph, 0 denotes the leader agent, 1–4 represent the follower agents. As can

be observed from Figure 1, the communication topology is directed and connected, which means the

proposed algorithm is applicable to the MASs. Each agent’s dynamics are described as follows:







ẋi,1 = −xi,1e−0.5xi,1 + 0.1 sinxi,1 + xi,2,

ẋi,2 = xi,1 sinx
2
i,2 + 0.1 cosxi,2 sinxi,1 + ui(vi) +

xi,1(t− τ1)

1 + x2i,1(t− τ2)
,

yi = xi,1, i = 1, 2, 3, 4.

Based on network topology, the adjacency matrix is described as A = [0, 0, 0, 0; 1, 0, 0, 0; 1, 1, 0, 0; 0, 0,

1, 0]. In light of Figure 1, one obtains that follower 1 is able to access the position information from

the leader and the leader adjacency matrix is written as B = diag{1, 0, 0, 0}. The output signal of the

leader is given as yl(t) = sin(t), and the input saturation limits of followers are uM1 = 5, uM2 = −5. The

follower state delays are τi,1 = 1, τi,2 = 1.2, respectively.

The performance functions are chosen as ηi,1(t) = 0.99e−0.6t + 0.01, ηi,2(t) = 0.98e−0.6t + 0.02, with

κi,1 = 0.8, κi,2 = 1. The initial conditions of each follower are given as x1(0) = [−0.1, 0.3], x2(0) =

[−0.2, 0.1], x3(0) = [0.1, 0.1], x4(0) = [0.3, 0.2], τi = [0.10, 0.53, 0.5, 0.08], θ̂3 = [0, 0.1] with rest of the

initial values being 0. The design parameters are chosen as c̃ = 1, b̄1 = 1, b̄2 = b̄3 = b̄4 = 0, d̄2 = 2,

d̄1 = d̄3 = d̄4 = 1, Mi = 0.2, b̃ = 2, νi = 2.41, oi = 0.12, πi = 0.1, νi,mi
= [1.5, 2.41], ρi,mi

= [3.2, 2.5],

̺i,mi
= [0.1, 0.12], where mi = 1, 2. Both RBF NNs θ̂Ti,1ϕi,1(x̂i,1) and θ̂Tj,1ϕj,1(x̂j,1) contain 9 hidden

nodes with centers evenly distributed through in [−3, 3]× [−3, 3], and the width of basis function vector

is 3. The NN weights θi,1 and θi,2 are updated by (28), (29), (38) and (45) correspondingly. Simulation

results on leader-following tracking trajectories are presented in Figure 2. As can be observed, all the

followers can track the leader. The unmeasurable states xi,1 and xi,2 estimated by the nonlinear observer

are presented in Figures 3 and 4, respectively. From Figures 3 and 4, it is not difficult to find that the

proposed state observer is effective. On the basis of Figure 5, it can easily be noticed that the decay

rate of synchronized error si,1 remains in the prescribed performance bounds. Moreover, it is proved

that error transformation (8) is an effective method to achieve prescribed performance. In Figure 6, the

system input saturation ui(υi(t)) is compensated by a saturated controller υi.

6 Conclusion

In this paper, we have considered the prescribed performance adaptive consensus tracking problem for

nonlinear MASs in the presence of unmeasurable states, input saturation and time-delay. Combined

with an auxiliary variable to compensate for the input saturation, DSC technique has been employed to
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Figure 3 (Color online) The states xi,1 and its estimations x̂i,1. (a) Follower 1; (b) follower 2; (c) follower 3;

(d) follower 4.
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Figure 4 (Color online) The states xi,2 and its estimations x̂i,2. (a) Follower 1; (b) follower 2; (c) follower 3;

(d) follower 4.
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Figure 5 (Color online) The trajectories of errors si,1. (a) Follower 1; (b) follower 2; (c) follower 3; (d) follower 4.
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Figure 6 (Color online) The controller inputs υi and outputs ui. (a) Follower 1; (b) follower 2; (c) follower 3;

(d) follower 4.
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develop the adaptive consensus tacking controller. The NNs and nonlinear observer have been introduced

to approximate the unknown nonlinearities and estimate the unmeasurable states, respectively. Under

the assumption that delay function is bounded, time-delay has been compensated with an appropriate

Lyapunov-Krasovskii functional. The proposed control scheme is able to guarantee each follower synchro-

nises with the command leader in prescribed performance. The effectiveness of the proposed results has

been illustrated by the simulation example. There remain several issues to be investigated, for example,

how to apply the methods to MASs with interactive multi-model [46] and complex input nonlinearities.
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