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Dear editor,
Reduction of finite automata (FA) is of great im-
portance because of its practical applications in
engineering; for example the memory space of
hardware realization grows exponentially with the
number of states of FSMs. Existing results for re-
ducing FA can roughly be classified into four cat-
egories: merging of states [1], refining of the state
set [2, 3], trimming of FA [4, 5], and dynamic re-
duction [6,7]. Most of these results are computer-
based algorithms; they are efficient when applied
to engineering problems but fail to explain the
mathematical essence of the reduction in science.
This study focuses on the explanation of the inner
logics of the reduction mathematically.

Reduction problem. An FA is a six-tuple M =
(S,A,O,A× S, fo, fs), where S, A, and O are the
material bases denoting state, input and output
sets, respectively; A × S is the Cartesian product
of A and S; fo and fs are the dynamic expressions;
fo is the output function from A × S to O; fs is
the state transition function from A × S to 2S ;
and 2S is the power set of S. Figure 1(a) shows
an example of an FA.

Two FAs are said to be equivalent to each other
if they satisfy the condition that for an input se-
quence well-defined for an FA, there is at least one
state in the other FA such that the input sequence

is well-defined and the two FAs produce the same
outputs.

Two states, such as si and sj , are said to be
k-different if there is an input sequence of length
k that makes M produce different outputs when
it receives the sequence at si and sj , respectively.
States si and sj are called a compatible pair of
states if they are not k-different for any k > 0;
otherwise they are called an incompatible pair of
states. Given an FA M with S as its state set, its
incompatible graph is a graph G = (S,E), where
the node set S is the state set of M , (si, sj) ∈ E iff
si and sj are an incompatible pair of states. The
internally stable set of G is called the compatible
set (CS) of M . A set of CSes containing all the
states of M is referred to as a compatible enclo-
sure of the state set (CESS). A CESS that is a
closed accumulation set is called a delegate set of
the state set (DSSS). Physically, a DSSS serves as
the state set for a potential reduced FA. A DSSS
with the least number of states is called a least del-
egate set of state set (LDSSS), which is the state
set of the resulting reduced FA.

It is known that the reduction of an FA is explor-
ing different ways to determine the LDSSS. This
study considers the problem under the condition
that the CS of the considered FA is known. The
methods used to obtain all the CS are reported in
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a previous study [8]. Let M be the concerned FA
with state set S = {s1, s2, . . . , sn}; denote the CS
of M by C = {C1, C2, . . . , Cr}.

Necessary and sufficient conditions. Semi-
tensor product of matrices (STP) proposed by
Cheng et al. [9] is used as the mathematical tool
herein; Appendix A.1 details the definition and
some special properties. The following are some
of the commonly used notations in the framework
of STP. (1) A ⋉ B denotes the STP of matrices
A and B. (2) δim denotes the i-th column of the
identity matrix Im; in particular, δ0m is defined as
the zero vector of dimension m × 1. (3) ∆m :=
{δ1m, δ2m, . . . , δmm}, ∆ := ∆2. (4) δm[i1, i2, . . . , in]
denotes the compact form of matrix [δi1m, δi2m, . . . ,

δinm ]. (5) Coli(A) denotes the i-th column of matrix
A. (6) 1m denotes the row vector of dimension m

with all elements being 1.
Given G ⊆ C and G = {Ci1 , Ci2 , . . . , Cis} (1 6

s 6 r), for Ci ∈ C (i = 1, 2, . . . , r) define a vector
xG
i such that xG

i = δ22 if and only if Ci ∈ G; other-
wise xG

i = δ12 . Here, x
G
i is referred to as the logical

vector of Ci associated with G.

Definition 1. Given G ⊆ C and suppose that
si ∈ S (1 6 i 6 n) is a member of Csi = {Cj1 ,

Cj2 , . . . , Cjti
} (1 6 ti 6 r), according to Ap-

pendix A.5, there is a unique matrix Lsi such that
xG
j1

⋉ xG
j2

⋉ · · · ⋉ xG
jti

= Lsi ⋉ xG , where xG =

⋉
r
i=1x

G
i = xG

1 ⋉ · · · ⋉ xG
r . The enclosure vector of

si is defined as

KG
i := JLsi , J = [1 0 · · · 0

︸ ︷︷ ︸

2ti−1

].

Theorem 1 (Compatible enclosure condition).
Given G = {Ck|1 6 k 6 r, xG

k = δ22} with xG = δl2r

and xG = ⋉
r
i=1x

G
i . G is a CESS if and only if

coll(K ) = 0, where K =
∑n

i=1 K
G
i , KG

i is the
enclosure vector of si. The proof is presented in
Appendix B.1.

Remark 1. (1) The compatible enclosure con-
dition describes the mathematical meanings of a
set of CSes enclosuring the state set of an FA. The
mathematical description implies a mathematical
algorithm for finding all the CESS of FA (refer to
the compatible enclosure algorithm given in the se-
quel part). (2) The vector K embodies all the im-
possibilities that a set of CSes enclosing the state
set of an FA; K is referred to as the enclosure vec-
tor of G. (3) Theorem 1 suggests a mathematical
algorithm for finding all the CESS of an FA. Given
an FA M with state set S = {s1, s2, . . . , sn} and
compatible set C = {C1, C2, . . . , Cr}; assign each
Ci ∈ C a vector xi ∈ ∆2.
Algorithm 1 (Compatible enclosure algorithm).
Assume that si (1 6 i 6 n) belongs to the compat-

ible sets Csi = {Cj1 , Cj2 , . . . , Cjti
}. Every CESS

can be obtained via the following procedure.
Step 1. Compute KG

i (i = 1, 2, . . . , n) and K.
Step 2. Check whether there is an l ∈ {1, 2,

. . . , 2r} such that coll(K) = 0. If not, there is no
CESS. Otherwise, set L = {l | coll(K) = 0}.

Step 3. For each l ∈ L, compute xj by xj =
Sr
j ⋉ δl2r , S

r
j = (Ed)

r−1W[2j ,2r−j ] (j = 1, 2, . . . , r).

Then Fl = {Ck | 1 6 k 6 r, xk = δ22} is a CESS.
Step 4. Repeat Step 3 until every element in

L is evaluated and all the CESS are obtained:
F = {Fl | l ∈ L,Fl is obtained using step 3}.

Treat Ci as a “state package” and construct a
set Cia as Cia = {s′ | s′ ∈ S, exist s ∈ Ci such
that fs(a, s) = s′}. The set Eia = {Ck | 1 6 k 6

r, Cia ⊆ Ck} is called the state transfer package of
Ci about an input a ∈ A.

Definition 2. Given G ⊆ C, let xG
i be the log-

ical vector of Ci associated with G and Eia =
{Cj1 , Cj2 , . . . , Cjti

} be the state transfer package
of Ci about an input a ∈ A. According to Ap-
pendix A.7, there is a unique matrix Pi such that
x̄G
i ⋉ xG

j1
⋉ xG

j2
⋉ · · ·⋉ xG

jti
= Pi ⋉ xG , where x̄G

i is

the logical negation of xG
i , x

G = xG
1 ⋉xG

2 ⋉ · · ·⋉xG
r .

The transfer vector of Ci about an input a ∈ A is
defined as

T G
ia

=







J ⋉ Pi, J = [1 0 · · · 0
︸ ︷︷ ︸

2ti+1−1

], if |Cia | > 1;

[0 · · · 0]1×2r , otherwise.

Theorem 2 (Delegate set condition). Given G =
{Ck | 1 6 k 6 r, xG

k = δ22} with xG = δl2r and xG =
⋉

r
i=1x

G
i . G is a DSSS if and only if coll(H ) = 0,

where 





H = T +K,

T =
r∑

i=1

∑

a∈A

T G
ia
,

in which T G
ia

is the transfer vector of Ci about an
input a ∈ A and K is the enclosure vector of G.
See Appendix B.2 for the proof.

Remark 2. (1) The delegate set condition math-
ematically explains how a set of CSes can be a
DSSS of an FA. The mathematical explanation
provides a way to find all the DSSS of FA, shown
in the delegate set algorithm in the sequel part.
(2) The vector H contains all the conditions un-
der which a set of CSes become a DSSS of an
FA; we call H the delegate vector of G. (3)
Theorem 2 offers a way to develop an algorithm
to find all the DSSS.
Algorithm 2 (Delegate set algorithm). Let Eia
be the state transfer package of Ci about an input
a ∈ A, 1 6 i 6 r. The following procedure obtains
every DSSS.
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Step 1. Compute K following the compatible
enclosure condition.

Step 2. Compute T and H .
Step 3. Check whether there is an l ∈ {1, 2,

. . . , 2r} such that coll(H) = 0. If not, there is no
DSSS. Otherwise, set L = {l | coll(H) = 0}.

Step 4. For each l ∈ L, compute xj by xj =
Sr
j ⋉ δl2r , S

r
j = (Ed)

r−1W[2j ,2r−j ] (j = 1, 2, . . . , r).
A DSSS Rl is then obtained Rl = {Ck | 1 6 k 6

r, xk = δ22}.
Step 5. Repeat Step 4 till every element in

L is evaluated and all the DSSS are obtained
R = {Rl | l ∈ L,Rl is obtained by Step 4}.

Definition 3. Let x ∈ ∆k be k-valued logical
variables; the vector Q = JE is called the sum
vector of x, where J = [1 0] and E is defined as in
Appendix A.8.

Theorem 3 (Least delegate set condition).
Given G = {Ck | 1 6 k 6 r, xG

k = δ22} with xG =
δl2r , and xG = ⋉

r
i=1x

G
i . G is an LDSSS if and only

if coll(N) = min(col(N)), where N = 2rH −Q, in
which H is the delegate vector of G and Q is the
sum vector of xG

i (i = 1, . . . , r). See Appendix B.3
for the details of the proof.

Remark 3. The least delegate set condition for-
mulates the mathematical structure of an LDSSS
of an FA, which provides methods for obtaining all
the LDSSS.
Algorithm 3 (Least delegate set algorithm). For
the given FA described in Algorithm 2, all LDSSS
can be obtained using the following procedure.

Step 1. Compute N .
Step 2. Set L = {l | coll(N) = min(col(N))}.
Step 3. For each l ∈ L, compute xj by xj =

Sr
j ⋉ δl2r , where Sr

j = (Ed)
r−1W[2j ,2r−j ] (j =

1, 2, . . . , r). Thus, an LDSSS is obtained Rl =
{Ck | 1 6 k 6 r, xk = δ22}.

Step 4. Repeat step 3 until every element in
L is evaluated and all the LDSSS are obtained
R = {Rl | l ∈ L,Rl is obtained by step 3}.

Remark 4. Several studies have proposed new
methods of solving the reduction problem of FA
for various purposes. This study uniquely con-
tributes by the mathematical formulation of the
problem within the framework of the STP theory.
The former is a mathematical description that fo-
cuses on how to simplify FA from the theoretical
standpoint, aiming to reveal the mathematics of
the reduction. The latter are computer-based algo-
rithms that lay emphasis on reduction algorithm,
stressing the computation gain.

Illustrating example. Using the mathematical
algorithms, such as compatible enclosure algo-
rithm, delegate set algorithm, and least delegate
set algorithm, the FA with five states, shown in
Figure 1(a), can be reduced into an FA with three

states, 20% decrease in the number of states; Fig-
ure 1(b) shows three examples of such reduced FA.
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Figure 1 (a) An example of FA; (b) reduced counterparts
of the FA.

Remark 5. The three reduced FAs are equiv-
alent to the original FA and they are, according
to [10], isomorphic in nature.
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