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Abstract Semantic segmentation is a fundamental task in image analysis. The issue of semantic segmen-

tation is to extract discriminative features for distinguishing different objects and recognizing hard examples.

However, most existing methods have limitations on resolving this problem. To tackle this problem, we iden-

tify the contributions of the edge and saliency information for segmentation and present a novel end-to-end

network, termed cross-guidance network (CGNet) to leverage them to benefit the semantic segmentation. The

edge and saliency detection network are unified into the CGNet, and model the intrinsic information among

them, guiding the process of extracting discriminative features. Specifically, the CGNet attempts to extract

segmentation, edge, and salient features, simultaneously. Then it transfers them into the cross-guidance

module (CGM) to generate the pre-knowledge features based on the modeled information, optimizing the

context feature extraction process. The proposed approach is extensively evaluated on PASCAL VOC 2012,

PASCAL-Person-Part, and Cityscapes, and achieves state-of-the-art performance, demonstrating the supe-

riority of the proposed approach.
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1 Introduction

Semantic segmentation, which involves classifying pixels into predefined categories, is used to predict the

category, location of objects in an image. Thus, it plays an essential role in many applications [1], such

as surveillance analysis, automatic driving, medical imaging analysis, action recognition, virtual fitting,

and image/video retrieval.

Recently, semantic image segmentation methods based on fully convolutional networks (FCNs) [2] have

achieved significant progress in segmentation performance, compared to traditional methods. Some rep-

resentative ones are built upon well-designed spatial pyramid pooling (SPP) [3] module (e.g., PSPNet [4],

DeepLab-v2 [5], DeepLab-v3 [6], DeepLab-v3+ [7]). However, these methods severely depend on the

robustness of multiple receptive fields representations and lack enough object detail information, which

leads to trivial segmentation regions and discontinuous boundaries.

Specifically, the semantic segmentation methods utilize global appearance models of foregrounds and

backgrounds to identify the target regions, which preserves the homogeneity and semantic characteris-

tics of objects. However, without fully utilizing edge information, most existing semantic segmentation

methods have difficulty in reducing the uncertainties in detecting the boundary positions owing to the
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Figure 1 (Color online) Examples of segmentation results, using different settings on whether to utilize edge (a) or salient

object (b) information.

similar appearances of the neighboring objects. They also need to apply additional time-consuming post-

processing technologies (e.g., conditional random field (CRF) [8]) to refine the initial coarse segmentation

results. In addition, hard examples or even easy examples are sometimes overshadowed by irrelevant ob-

jects, which can confuse the deep convolutional neural networks (DCNNs), because they are dominated

by conspicuous objects during training, making them inconspicuous and difficult for the network to mine

features on them. This problem can also be more critical when there are only a few training examples.

Although there are methods try to alleviate this problem using well-designed loss function [9], or uti-

lizing online hard example mining (OHEM) [10], we proposed to alleviate this problem from a feature

perspective.

As shown in red circles of Figure 1(a), we found that it is not easy to make a distinction between the

lower leg and the upper leg, or the arm and the leg without edge information, while utilizing the edge

information can distinguish them. Illustration in Figure 1(b) shows that the salient objects sometimes can

be recognized as inconspicuous objects when there is no saliency information. However, utilizing saliency

information enables avoiding this problem. Herein, there is shared intrinsic information among the

segmentation, edge, and saliency information: the edge information can provide explicitly constrain object

configurations for segmentation features, while the saliency information makes inconspicuous objects

properly emphasized.

Inspired by the above phenomenon, we propose a novel approach, called cross-guidance network

(CGNet), to integrate the segmentation, edge, and saliency information into a unified network. There

are two main sequential steps for the CGNet to segment objects, generating different features (i.e., seg-

mentation features, edge features, salient objects features), facilitating the edge and salient features to

guide the extraction of discriminative context features in a novel way, and thus enhancing segmentation

features. In other words, the main contribution of the proposed method lies in the cross-guidance module.

Although there are methods [11] using salient or edge information to assist segmentation, they all adopt

multiple task fashion or directly fuse the input features with the edge or salient features. In our study,

edge features and salient features are mutually constrained, and the extracted features are enhanced with

the interdependent features, simultaneously. This way can better model the intrinsic relationship between

the extracted features and the salient, edge information, and thus guide the feature extraction process.

The proposed integration network yields more accurate segmentation results with a fast inference speed

of 26 fps on a TITAN X (Pascal) GPU.

The main contributions of this study are three-fold:

• We reveal and utilize the intrinsic relationship among the segmentation, edge, and saliency informa-

tion in the semantic segmentation task.

• The CGNet is proposed to model the segmentation, edge, and saliency information, guiding the

process of extracting discriminative features and enhancing the segmentation results.

• The proposed approach achieves the state-of-the-art performance on the PASCAL VOC 2012 and

PASCAL-Person-Part dataset.
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2 Related work

Generally speaking, modern semantic segmentation methods all stem from FCNs [2]. These methods

have achieved significant improvements in segmentation performance.

In semantic segmentaiton, a backbone network is the basis of extracting compact features. Pop-

ular backbone networks in semantic segmentation include GlaceNet [12], VGGNet [13], ResNet [14],

DenseNet [15], and Xception [16]. Early studies in semantic segmentation widely used VGGNet to ex-

tract high-level features (e.g., FCN [2], SegNet [17], DeconvNet [18]). However, with an increasing demand

for accuracy, VGGNet often has difficulty in meeting the requirements on larger segmentation datasets.

To this end, ResNet [14] was introduced to semantic segmentation. This backbone reduces the probability

of gradient disappearance during backpropagation, enabling it to generate more representative features.

As such, it has been widely applied as the backbone network in prevalent semantic segmentation methods

(e.g., DeepLab-v2 [5], PSPNet [4], DeepLab-v3 [6], DRN [19], RefineNet [20], EncNet [21], CCNet [22]).

DenseNet (e.g., Tiramisu [23], DenseASPP [24]) and Xception (e.g., DeepLab-v3+ [7]) appear to be other

popular backbone networks in recent methods. Taking efficiency into account, our approach is built upon

the mostly used ResNet with a stride of 16, which is more applicable than methods using stride 8 or

bigger.

In addition to the design of backbone network, a pyramid network has been approved to be an efficient

way to deliver features with detailed information. Many state-of-the-art segmentation methods are based

on SPP [3], which adopts parallel convolutional layers to generate features with different receptive fields

(e.g., EncNet [21], PSPNet [4], DeepLab [5–7], DenseASPP [24]). In contrast to SPP-based methods,

many other approaches (e.g., ExFuse [25], SegNet [17], ICNet [26], RefineNet [20], PAN [27], GCN [28],

and [18, 23, 29]) attempt to employ a step-by-step decoder network in the form of a cascaded pyramid

structure, to recover object details. Furthermore, Ref. [30] employs image pyramid network to extract

contextual features for prediction.

Some efforts have been made to take advantage of extra information, such as object classification (e.g.,

EncNet [21]), which has a potential correlation with semantic segmentation. We find that there are

two tasks related to semantic segmentation: edge detection and saliency detection. The edge detection

methods can first identify object boundaries utilizing local gradient representations, and then separate

the closed loop regions as the objects. Recently, deep convolutional networks methods [11,31–34] employ

holistically nested topology to solve this task, especially the HED [32], DeepContour [35]. However, these

methods consume a high computational cost. Instead of using edge detection methods mentioned above,

we propose an efficient way to detect object contours, slightly increasing the computational cost. We also

follow the pix2pixHD [36] to generate edge labels for supervision.

As for saliency detection, it is highly related to semantic segmentation, because it aims to assign each

pixel to different pre-defined categories, and most recent state-of-the-art saliency detection approaches are

also FCN-based. From [37], DHSNet [38] is the first FCN-based method for salient object detection. The

methods [39–42] following DHSNet make significant progress on yielding more accurate and reasonable

saliency detection results. In our method, we adopt a simple way to detect saliency. Furthermore, the

proposed approach tries to explore the edge and saliency information when they are involved in semantic

segmentation and find an efficient way to enhance segmentation performance.

3 Method

We propose a novel deep fully convolutional network for semantic segmentation, called CGNet. The

key idea of CGNet is to guide the process of extracting discriminating features by properly modeling

the segmentation, edge, and saliency information. The idea is implemented by stacking five parts: a

backbone network, a pyramid attentive module, an edge detection head, a saliency detection head, and a

cross-guidance module, and thus forms an end-to-end network for semantic segmentation. In this section,

we will first describe the integral pipeline of the proposed network. Then, we will clarify the proposed
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Figure 2 (Color online) Illustration of the proposed CGNet, which includes the main backbone network with a pyramid

attentive module, a cross-guidance module (CGM), an edge detection head and a saliency detection head. ‘ResBlock’ denotes

the residual convolutional block in ResNet [14], while ‘1 × 1’, ‘3 × 3’,‘d’, ‘Up’, and ‘Down’ denote the convolutional layer

with kernel size 1, convolutional layer with kernel size 3, dilated (atrous) rates of convolutional kernel, upsampling using

non-parameterized bilinear interpolation, and downsampling, respectively. ‘CAM’ and ‘SAM’ refer to channel attentive

module and spatial attentive module, respectively.

modules in detail. Finally, the loss function in CGNet will be elaborated.

3.1 Network architecture

The proposed CGNet is illustrated in Figure 2. Formally, given an input image I ∈ R
H×W×C , where

H,W denote the height, and width of the image, a backbone network B (ResNet-101, with output stride

16, dilation rate 2 for the last residual block, is adopted in all our experiments) is first employed to

extract the representation rb of the image:

rib = FB(I;WB), (1)

where WB denotes the parameters of models, i represents the output features of i-th residual block in

backbone network. For example, r1b represents the outputs of ResBlock-1.

There are two streams for backbone features rb: (1) The pyramid attentive module P is empolyed on

the r4b to extract segmentation features rp:

rp = FP (r
4
b ;WP ) ∈ R

h×w×c; (2)

(2) The edge detection head E is built upon r1b and r2b to detect the edge of objects and obtain features

with edge informaiton re:

re = FE(r
1
b , r

2
b ;WE) ∈ R

h×w×c. (3)

In addition, as we have the robust segmentation features rp, the saliency detection head S can be built

upon it to detect the salient objects and obtain saliency features rs:

rs = FS(rp;WS) ∈ R
h×w×c. (4)

With these features, the cross-guidance module (CGM) is easy to integrate the edge information and

the saliency information for modeling the correlation with segmentation information, and thus guide the

network to extract discriminative features. We formulate the guidance-based features rcgm as

rcgm = FCGM(rp, re, rs;WCGM) ∈ R
h×w×c. (5)

Details of these modules will be introduced in Subsection 3.2. With the guidance-based features, we can

generate more accurate segmentation results. Notably, the network is unified, resulting in a streamlined

system that better lends itself to fast processing.
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Figure 3 (Color online) Illustration of the proposed modules. ‘1 × 1’, ‘3 × 3’, ‘D-3 × 3’ and ‘DW-1 × 1’ denote the

convolutional layer with kernel size 1, convolutional layer with kernel size 3, dilated convolutional layer [19] with kernel

size 3, and depth-wise convolutional layer [16] with kernel size 1, respectively. (a) Channel attentive module; (b) spatial

attentive module; (c) cross-guidance module.

3.2 Method details

Pyramid attentive module. For the task of semantic segmentation, most modern approaches consider

enhancing the feature representation ability by exploring contextual information. To achieve this goal,

these methods attempt to enlarge the receptive fields and aggregate the multiple receptive fields features.

A pyramid network with different receptive fields has been approved to be an efficient way to extract

context information. PSPNet [4] and ASPP [5] are the mostly used pyramid networks for obtaining

contextual information. However, owing to the lack of attention on what is necessary for the local and

global context features, we argue that the context information they extracted does not have a robust

representation for more challenging segmentation tasks.

To remedy this problem, we propose a pyramid attentive module to simultaneously capture the local

and global context information, and extract more representative features. As shown in Figure 2, four

parallel dilated convolutional layers [19] (shown in Figure 3(a)) with different dilated rates (i.e., 1, 12, 24,

36) are used to extract local context information in multiple receptive fields. Furthermore, an attention

mechanism (shown in Figure 3(a)) based on SENet [43], is applied to each output along the channel

dimension to focus on the valuable context information for prediction. This is done because not all

high-level layers are activated during training. Using the channel attentive module enables reducing the

impacts of the irrelevant information.

It is noted that DANet [44] proposed the channel attention module (CAM) and position attention

module (PAM). These two modules are based on self-attention mechanism. In our work, the SAM is based

on self-attention mechanism. All methods which adopt self-attention mechanism in spatial dimension are

similar. Different with PAM, our SAM adopts one convolution in the end to generate the output rather

than fusion with input used in PAM. However, our CAM is based on SE module. The CAM adopts

dilated convolution as the ASPP does to extract features, and then the learned weights of each channel

multiply with the extracted features to achieve the channel attention mechanism. The pyramid form of

the SAM and CAM benefits the utilization of attention mechanism, and it is totally different from the

DANet.

In addition to the local extractor based on the channel attention, we integrate the spatial attentive

module inspired by non-local [45], to the pyramid network to capture the global context information.

As shown in Figure 3(b), the input features are first passed through a 3 × 3 convolution to arrange the

features, and then the spatial matrix operation, which reshapes and transposes the features shape from

h×w× c to (h ·w)× c and c× (h ·w), is applied on them to get (h ·w)× (h ·w) features. The following

softmax operation is employed on the reshaped features to conduct the pixel relationship map. The

matrix multiplication is then employed on the pixel relationship map with its shape being (h ·w)× (h ·w)

and the input features with shape (h · w) × c to capture the spatial attention relationship, and thus

extract features with global context information. Next, all the parallel outputs are concatenated, and

then passed through one 1 × 1 convolutional layer to recombine the local and global context features.

Finally, the attentive features element-wisely sum with r2b , which complements for the loss of position

information of objects, caused by the sequential downsampling operation in the backbone network.

Edge detection head. In the semantic segmentation, preserving edge information benefits discrimi-

nating objects when objects are too similar to be distinguished. The problem is how to utilize the edge
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information to sharp and refine the prediction.

Most edge detection methods (e.g., HED [32]) are built upon heavy networks, resulting in high compu-

tational cost. In contrast to these methods, the proposed edge detection head is a light-weight network

and aims to generate edge features under the edge supervision, not the edge predictions. Herein, we

integrate the edge detection head to the proposed approach to explore the utilization of edge information

in semantic segmentation. As well known, edge information mainly exists in low-level layers. As a result,

we propose to utilize the low-level information to extract edge representation. It can be seen that the

proposed edge detection network shares the most of convolutional layers with the segmentation network.

As shown in Figure 2, the edge detection head is built-upon top of the layers of the first two residual

blocks. Features r1b and r2b are first resized to the same resolution. The followed convolutional layers are

used to calibrate the channel number of the features for concatenating. There are two streams for the

concatenated features; one is passed through one 1× 1 convolutional layer for edge supervision, and the

other is passed through one 1 × 1 convolutional layer for feature transfer. With the edge supervision,

the transferring features re contain more valuable edge information, which enables the guidance for final

prediction.

Saliency detection head. In semantic segmentation, data imbalance is a fatal problem, which leads

to unreasonable segmentation of objects with hard examples. Methods like Focal loss [9] and OHEM [10],

try to alleviate this problem in the loss function. In this paper, we propose to alleviate this problem from

a feature perspective.

Hard objects are difficult to be recognized owing to the lack of sufficient examples and would be

dominated by irrelevant objects. Current methods always make the conspicuous objects to inconspicuous

objects, especially, when objects are associated with small regions, so the irrelevant background pixels

would severely affect the recognition of them. To remedy this problem, we identify that saliency detection

enables reducing the data imbalance problem, owing to fair emphasis on all objects. With saliency

detection, the network can pay attention to the hard examples, and thus we can extract their features to

provide the prior knowledge for the network, guiding the features mining process.

Most saliency detection methods (e.g., [46]) integrate multiple levels outputs to recover the saliency

information, and thus rely on complicated networks. In contrast to them, we capture the saliency in-

formation from the parallel pyramid outputs, and share the same network with the segmentation task,

resulting in a light-weight and efficient saliency detection network.

As shown in Figure 2, we append the saliency detection head to the pyramid attentive module. The

features rp are sequentially processed by a 3 × 3 convolution for extracting salient features, a channel

calibrated 1× 1 convolution, and a 1× 1 convolution for supervising saliency. The extracted features rs
are also transferred to the cross-guidance module to enhance the context information extraction of hard

examples.

Cross-guidance module. Although edge and saliency information are both beneficial to the context

feature extraction, it is challenging to appropriately model the correlation of them and fully utilize them

to improve segmentation performance. Merely applying multi-task learning contributes little to the final

segmentation. Therefore, we propose a module, called CGM, to associate segmentation, edge, and saliency

information to pixel-level segmentation.

It is a natural idea to fuse edge and salient features with segmentation features and then add several

extra convolutional layers. However, features may be dominated by one type features with the extremely

high response, making harm on prediction. For example, edge information could make the network only

focus on the edge of objects, resulting in degrading on predicting whole objects. In this situation, we

leverage the edge and saliency information to conduct the intrinsic correlation, making them play a

different role in guiding feature extraction.

As illustrated in Figure 3(c), (6), and (7), the CGM first element-wisely sums the edge features and

the saliency features, and then performs global average pooling on the summation. Finally, the followed

depth-wise 1 × 1 convolution is performed to generate the weights for different channels. The reason

why we adopt depth-wise convolution is that, as stated in [47], features are class-specific in high-level

layers, and thus the generated weight map should be based on itself, resulting in no need to build weights
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upon the crossed channels. In order to model the mutual relationship between the edge and saliency

information, we adopt the softmax mechanism to constrain the weights of the edge and saliency along the

same channel. The actual implementation is to employ the sigmoid function (Eq. (7)) on the generated

weight map to yield the edge weight map We. As a result, 1 −We is the saliency weight map. These

two weight maps then multiply with their original features to generate edge and saliency features under

the mutual influence. Finally, they separately multiply with segmentation features. The followed fusion

operation on these two features achieves extracting cross-guidance-based features for final prediction. In

this way, the intrinsic information among segmentation, edge, and saliency features can be implicitly

modeled, making the network robust to segmenting object contours and hard examples.

rsegmentation = (We · re +Ws · rs) · rp ∈ R
h×w×c, (6)

where
{

We = δ(FDW (fgap(re + rs))),

Ws = 1−We.
(7)

Notably, the symbol δ denotes the sigmoid function.

3.3 Loss function

During training, the loss function is composed of three terms: the commonly used cross-entropy-based

segmentation loss (Lseg), the cross-entropy-based saliency detection loss (Lsalient) with the contribution

weights λs, and the edge detection loss (Ledge) with the contribution weights λe.

Ltotal = Lseg + λs · Lsaliency + λe · Ledge. (8)

The edge detection loss is defined as

Ledge = −
1

N

∑

i=1

(

WP · (Ti · logOi) +WN · (1− Ti) · (log(1−Oi))
)

, (9)

where N denotes the number of categories, T denotes the label values, O denotes the prediction proba-

bilities, and










WP =
P +N

P
, Ti = 1,

WN =
P +N

N
, Ti = 0.

(10)

WP and WN , which are calculated by (10), mean the weights for positive and negative instances, re-

spectively. In (10), P denotes the number of positive instances in the labels, while N is the number of

negative instances. With these two weights, the imbalance problem during supervising edge is efficiently

alleviated. Notably, λs and λe are empirically set to 1.0 and 0.4 during training.

4 Experiments

To evaluate the proposed method, we conduct comprehensive experiments on three main segmentation

datasets: PASCAL VOC 2012 [48], PASCAL-Person-Part [49], and Cityscapes [50], which are for fine-

grained semantic segmentation. In this section, we first introduce the datasets and experiment protocol,

and then compare our results with state-of-the-art methods on three datasets. Finally, we analyze the

proposed approach using ablation experiments on the PASCAL-Person-Part dataset.

4.1 Datasets

PASCAL VOC 2012, which contains 20 foreground object categories and one background category for

semantic segmentation, consists of 1464 images for training, 1449 for validation and 1456 for testing.

The training set is extended by the semantic boundaries dataset (SBD) [51], resulting in a total of 10582

training images.
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PASCAL-Person-Part, a more difficult dataset for fine-grained semantic segmentation, contains mul-

tiple humans in each image in unconstrained poses and occlusions. It provides pixel-wise annotations of

seven human-body categories and consists of 1716 images for training and 1817 images for testing.

The urban scene understanding Cityscapes dataset contains 5000 finely annoted images and 19998

coarsely annoted images. The finely annotated set is divided into three parts: 2975 training images, 500

validation images and 1525 testing images, with resolution of 2048× 1024.

4.2 Experiment protocol

Our approach is implemented on the PyTorch framework, using four NVIDIA Tesla V100 GPUs. During

training, the weights of the backbone network are loaded from ResNet-101 pre-trained on ImageNet,

and the remaining layers are randomly initialized. For data preparation, we apply data augmentation

techniques for all the training data, including randomly scaling (from 0.5 to 2.0), randomly cropping

(513× 513 for PASCAL VOC 2012 and PASCAL-Person-Part, 769× 769 for Cityscapes), and randomly

horizontal-flipping. For optimization, we apply the SGD with a momentum 0.9, and weight decay 0.0005,

and the ‘poly’ learning rate schedule is adopt, lr = base lr × (1 − iters
total iters )

power, in which power = 0.9

and base lr = 0.007. The total iters is epochs× batch size, where batch size = 40 and epochs = 200 for

PASCAL-Person-Part, 150 for PASCAL VOC 2012. For Cityscapes, the batch size is set to 16, and the

epochs equals to 240. We use multiple GPUs for the consumption of large batch size, and implement

synchronized cross-GPU batch normalization.

4.3 Experimental results

Following the standard protocol in semantic segmentation, pixel accuracy (pixAcc), mean intersection

over union (mIoU, also known as IoU), instance weighted IoU class (iIoU cla.), and iIoU category (iIoU

cat.) are adopted as the evaluation metrics for all the experiments.

It is noted that the proposed CGM aims to enhance the extracted features by the object saliency

and edge information. Owing to the strong ability of CNNs, the CGM is able to learn a function that

can find the best way to enhance the multi-channel features. In addition, the salient object must have

edge ground truth in our settings. These two mutual features will learn the weights along the channel

dimension. Because we use softmax to normalize these two learned weights (the corresponding channel

weights of the edge and saliency are summed to 1), although some instances are not annotated as the

salient object, the CGM does not reduce the quality of extracted features.

4.3.1 Experiments on the PASCAL VOC 2012 dataset

The proposed approach is first evaluated on the PASCAL VOC 2012 dataset. In semantic segmentation,

the classes of objects can be divided into things and stuff, where things can be viewed as salient objects.

In the PASCAL VOC 2012 dataset, there are not many object types in each image, and they are all

things; as a result, we can directly select the objects marked in the segmentation as the salient objects.

Then we adopt the pix2pixHD [36] technology, which assigns the pixels that have different values from the

surrounding pixels as the boundary, to generate the edges of the selected objects as the corresponding

edge ground truth. The quantitative results are compared with several state-of-the-art approaches in

terms of pixAcc and mIoU. Our model is first trained on the SBD set without any other dataset, and

then evaluated on the PASCAL VOC 2012 validation set. Following the standard protocol, we adopt to

average the per-pixel classification scores at multiple scales with horizontal flipping, i.e., the scales range

from 0.5 to 1.75 (in increments of 0.25) times the original size, as the multiple scale inference strategy.

Note that the horizontal flipping is not included in single-scale inference. Statistics in Table 1 [4–7, 27]

show that the proposed method outperforms prevalent segmentation results. In addition, though the

evaluation with stride 8 can improve the performance, it consumes high-computation resource, resulting

in difficulty to apply. The proposed approach facilitates the advantages of 16 stride in single-scale inference

and can outperform DeepLab-v3 of multiple scales inference with stride 8, making it more applicable in

reality.
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Table 1 Segmentation results on the PASCAL VOC 2012 validation seta)

Method OS (training) OS (evaluating) pixAcc (%) mIoU (%)

DeepLab-v2 [5] 16 16 94.21 75.60

PSPNet [4] 16 16 94.62 76.82

PAN [27] 16 16 95.03 78.37

DeepLab-v3 [6] 16 16 – 77.21

DeepLab-v3b) [6] 16 8 – 79.77

DeepLab-v3+ [7] 16 16 – 78.85

DeepLab-v3+b) [7] 16 16 – 80.22

DeepLab-v3+b) [7] 16 8 – 80.57

CGNet (ours) 16 16 95.32 79.89

CGNetb) (ours) 16 16 95.67 81.04

a) OS denotes the output stride of features in training or evaluating process. The best score is marked in bold.

b) The method adopts the multiple scale inference strategy.

Table 2 Segmentation results on the PASCAL VOC 2012 test set w/o COCO pre-traininga)

Method aero (%) bike (%) bird (%) boat (%) bottle (%) bus (%) car (%) cat (%) chair (%)cow (%)

FCN [2] 76.8 34.2 68.9 49.4 60.3 75.3 74.7 77.6 21.4 62.5

DeepLab-v2 [5] 84.4 54.5 81.5 63.6 65.9 85.1 79.1 83.4 30.7 74.1

CRF-RNN [52] 87.5 39.0 79.7 64.2 68.3 87.6 80.8 84.4 30.4 78.2

DeconvNet [18] 89.9 39.3 79.7 63.9 68.2 87.4 81.2 86.1 28.5 77.0

DPN [53] 87.7 59.4 78.4 64.9 70.3 89.3 83.5 86.1 31.7 79.9

Piecewise [54] 90.6 37.6 80.0 67.8 74.4 92.0 85.2 86.2 39.1 81.2

AAF [55] 91.3 72.9 90.7 68.2 77.7 95.6 90.7 94.7 40.9 89.5

ResNet38 [56] 94.4 72.9 94.9 68.8 78.4 90.6 90.0 92.1 40.1 90.4

PSPNet [4] 91.8 71.9 94.7 71.2 75.8 95.2 89.9 95.9 39.3 90.7

EncNet [21] 94.1 69.2 96.3 76.7 86.2 96.3 90.7 94.2 38.8 90.7

PAN [27] 95.7 75.2 94.0 73.8 79.6 96.5 93.7 94.1 40.5 93.3

CGNet (ours) 95.3 72.6 94.6 71.8 82.0 95.7 91.9 95.8 41.8 91.5

Method table (%) dog (%) horse (%)mbike (%)person (%)plant (%)sheep (%)sofa (%) train (%) tv (%) mIoU (%)

FCN [2] 46.8 71.8 63.9 76.5 73.9 45.2 72.4 37.4 70.9 55.1 62.2

DeepLab-v2 [5] 59.8 79.0 76.1 83.2 80.8 59.7 82.2 50.4 73.1 63.7 71.6

CRF-RNN [52] 60.4 80.5 77.8 83.1 80.6 59.5 82.8 47.8 78.3 67.1 72.0

DeconvNet [18] 62.0 79.0 80.3 83.6 80.2 58.8 83.4 54.3 80.7 65.0 72.5

DPN [53] 62.6 81.9 80.0 83.5 82.3 60.5 83.2 53.4 77.9 65.0 74.1

Piecewise [54] 58.9 83.8 83.9 84.3 84.8 62.1 83.2 58.2 80.8 72.3 75.3

AAF [55] 72.6 91.6 94.1 88.3 88.8 67.3 92.9 62.6 85.2 74.0 82.2

ResNet38 [56] 71.7 89.9 93.7 91.0 89.1 71.3 90.7 61.3 87.7 78.1 82.5

PSPNet [4] 71.7 90.5 94.5 88.8 89.6 72.8 89.6 64.0 85.1 76.3 82.6

EncNet [21] 73.3 90.0 92.5 88.8 87.9 68.7 92.6 59.0 86.4 73.4 82.9

PAN [27] 72.4 89.1 94.1 91.6 89.5 73.6 93.2 62.8 87.3 78.6 84.0

CGNet (ours) 74.4 91.0 92.1 90.3 89.3 71.5 94.1 67.2 88.6 81.4 84.2

a) The best score is marked in bold, while the second best score is marked in underline.

Then the PASCAL VOC 2012 validation set is added to the SBD set to train our model, so as to

evaluate the proposed method on PASCAL VOC 2012 test set. As shown in Table 2 [2,4,5,18,27,52–56],

our proposed method outperforms all the state-of-the-art methods, which train their networks only on

SBD and PASCAL VOC 2012 validation set. Notably, this also does not require any other pre-/post-

processing step (i.e., over-segmentation, CRF), which is required in some methods. Furthermore, the

proposed approach outperforms other methods in hard examples. For example, the chair and table are

not easy to be distinguished in the PASCAL VOC 2012 dataset, but our approach enables successfully

segmenting them with the benefits of utilizing edge information; the tv and sofa are not frequently
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(a) (c)(b) (d) (f)(e)

Figure 4 (Color online) Examples of segmentation results on PASCAL VOC 2012 test set. We choose DeepLab-v2 as the

base network. As can be seen, our proposed method can segment objects better in objects edge and small parts of objects.

(a) and (d) Input images; (b) and (e) results of the network; (c) and (f) results of our method.

Table 3 Segmentation results on the PASCAL-Person-Part test seta)

Method Head (%) Torso (%) U-Arm (%) L-Arm (%) U-Leg (%) L-Leg (%) B.G. (%) mIoU (%)

HAZN [57] 80.79 59.11 43.05 42.76 38.99 34.46 93.59 56.11

Attention [58] 81.47 59.06 44.15 42.50 38.28 35.62 93.65 56.39

LG-LSTM [59] 82.72 60.99 45.40 47.76 42.33 37.96 88.63 57.97

Attention+SSL [60] 83.26 62.40 47.80 45.58 42.32 39.48 94.68 59.36

Attention+MMAN [61] 82.58 62.83 48.49 47.37 42.80 40.40 94.92 59.91

Graph LSTM [62] 82.69 62.68 46.88 47.71 45.66 40.93 94.59 60.16

SS-NAN [63] 86.43 67.28 51.09 48.07 44.82 42.15 97.23 62.44

Structure LSTM [64] 82.89 67.15 51.42 48.72 51.72 45.91 97.18 63.57

Joint [49] 85.50 67.87 54.72 54.30 48.25 44.76 95.32 64.39

DeepLab-v2 [5] – – – – – – – 64.94

MuLA [65] – – – – – – – 65.10

PCNet [66] 86.81 69.06 55.35 55.27 50.21 48.54 96.07 65.90

Holistic [67] – – – – – – – 66.30

WSHP [68] 87.15 72.28 57.07 56.21 52.43 50.36 97.72 67.60

DeepLab-v3+ [7] – – – – – – – 67.84

PGN [69] 90.89 75.12 55.83 64.61 55.42 41.57 95.33 68.40

CGNet (ours) 87.69 72.32 63.02 63.62 55.34 52.99 95.98 70.14

a) U-Arm and L-Arm refer to upper arm and lower arm, while U-Leg and L-Leg denote upper leg and lower leg. B.G.

stands for background. The best score is marked in bold, while the second best score is marked in underline.

appeared in the dataset, however, our method can segment them better owing to the utilization of

saliency information.

In addition to the quantitative results, we show the qualitative results of PASCAL VOC 2012 in

Figure 4. It is observed that our method can provide segmentation results with more accurate object

edges, and segment objects which are associated with small regions. By effectively exploiting the intrinsic

relationship among segmentation, edge, and saliency information, our approach can output reasonable

results for semantic segmentation.

4.3.2 Experiments on PASCAL-Person-Part

We further evaluate the proposed approach on a more challenging fine-grained semantic segmentation

dataset: PASCAL-Person-Part. The salient object in an image is person, and the edge ground truth is

the edge of each human body part, which is generated by the technology used in pix2pixHD [36].

The quantitative results are given in Table 3 [5, 7, 49, 57–69]. As it shows, the proposed method
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(a) (c)(b) (d) (e)

Figure 5 (Color online) Examples of segmentation results on PASCAL-Person-Part test set. (a) Input images;

(b) ground truth; (c) results of PSPNet; (d) results of SS-NAN; (e) results of our method. As can be seen, our pro-

posed method can generate better results when compared with PSPNet and SS-NAN, especially in distinguishing similar

objects and segmenting small objects.

also outperforms the state-of-the-art approaches in terms of mIoU, with a large margin improvement

2.3% compared with DeepLab-v3+, and 1.74% compared with PGN, which is the previous best method

in PASCAL-Person-Part. For the hard examples in this dataset, i.e., arms and legs, our method can

alleviate the wrongly segmenting problem, which demonstrates the effectiveness of CGNet.

Figure 5 depicts some qualitative segmentation results. Similar to the observation on PASCAL VOC

2012, the proposed method enables to generate more semantic results, demonstrating the superiority of

our proposed CGNet.

4.3.3 Experiments on Cityscapes

To further study the generalization ability of the proposed method, we conduct experiments on the

Cityscapes dataset. Different from the other two datasets, in the Cityscapes dataset, stuff needs to be

removed, and the rest (i.e., pole, traffic light, traffic sign, person, rider, car, truck, bus, train, motor,

bicycle) can be viewed as salient objects. We then apply the technology used in pix2pixHD [36] on these

objects to yield the edge ground truth.

Based on settings above, we evaluate the proposed method on the Cityscapes test set, results are listed

in Table 4 [2,4,5,20,28,44,55,70–76]. As listed in Table 4, the proposed method outperforms the PSANet
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Table 4 Segmentation results on the Cityscapes test seta)

Method IoU cla. (%) iIoU cla. (%) IoU cat. (%) iIoU cat. (%)

FCN [2] 65.3 41.7 85.7 70.1

DeepLab-v2 [5] 70.4 42.6 86.4 67.7

RefineNet [20] 73.6 – – –

DSSPN [70] 76.6 56.2 89.6 77.8

GCN [28] 76.9 – – –

DUC [71] 77.6 53.6 90.1 75.2

SAC [72] 78.1 55.2 90.6 78.3

PSPNet [4] 78.4 56.7 90.6 78.6

BiSeNet [73] 78.9 – – –

AAF [55] 79.1 56.1 90.8 78.5

DFN [74] 79.3 – – –

PSANet [75] 80.1 – – –

ANN [76] 81.3 – – –

DANet [44] 81.5 – – –

CGNet (ours) 81.3 62.5 91.4 79.7

a) The best score is marked in bold.

Table 5 Ablation study on the PASCAL-Person-Part test seta)

Method pixAcc (%) mIoU (%)

DeepLab-v2 [5] 93.55 64.94

DeepLab-v3+ [7] 94.23 67.84

Base 93.02 62.62

Base + Pyramid Attention 94.02 66.95

Base + Pyramid Attention + Edge 94.21 67.78

Base + Pyramid Attention + Salient 94.17 67.63

Base + Pyramid Attention + Edge + Salient 94.33 68.17

Base + Pyramid Attention + Concat (edge & salient) 94.44 68.46

Base + Pyramid + CGM 94.78 70.14

a) Base denotes segmentation only using the backbone network. The best score is marked in bold.

with a large margin, from 80.1% to 81.3%. When compared with DANet, the proposed method achieves

81.3% while DANet achieves 81.5%. The main reason the DANet achieves higher performance than ours

is that the DANet adopts stride 8 for training and testing, while the proposed method adopts stride 16

for training and testing owing to the limitation of computational resources. In general, the larger stride

is better for real applications, as a result, with a small gap, the performance of the proposed method

is acceptable. The proposed method achieves the same performance with ANN, which proposes a novel

way based on the self-attention mechanism to enhance the performance, indicating the effectiveness of

the proposed method.

4.4 Ablation study

To evaluate the contributions of each component of the proposed method, we conduct ablation experi-

ments with different settings on the PASCAL-Person-Part dataset. As shown in Table 5 [5, 7], we adopt

the ResNet-101 as the base network, which achieves 62.62% in terms of mIoU. When the pyramid atten-

tive module, there is a 4.33% mIoU improvements. In addition, when the edge or saliency detection head

is integrated into the unified network, it dramatically outperforms the previous network, with only a small

increasing on the computational cost, proving that edge and saliency information is of vital importance

for semantic segmentation. However, when we append both of them, there is only a slight improvement

when compared with using the proposed CGM, which is about 2% higher than the multi-task method,

demonstrating the importance of modeling the intrinsic information among them. In addition, if we di-
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(a) (c)(b)

Figure 6 (Color online) Illustration of the failure cases. The first row shows the input images, the second row shows

the predictions of the proposed method. (a) and (c) show that the proposed method fails to predict the lower-arm into

lower-leg. (b) shows that the proposed fails to segment the lower-arm into upper-leg.

rectly concatenate the edge and salient features with the output of the PAM, it yields 68.46%mIoU, which

is lower than the 70.14% mIoU of the proposed method. The 1.68% higher performance demonstrates

the superiority of the proposed CGM.

4.5 Failure cases

Despite the excellent results, there are still a small number of failure cases produced by the proposed

method. Figures 6(a) and (c) show that the proposed method mistakenly predicts the lower-arm as

lower-leg, while Figure 6(b) shows that the method mistakenly segments the lower-arm as upper-leg.

These bad cases are often caused by the complex human topology, and these complex instances are very

rare in the training set, making the model difficult to recognize them. For example, in Figure 6(b), the

upper-arm is close to the upper-leg. This phenomenon is very similar to the closed upper-legs in normal

human topology, as a result, the proposed method has difficulty in predicting the upper-arm. To solve

this problem, more training images that contain more complex human topology instances are needed, or

extra human body configuration such as human key points should be considered.

5 Conclusion

To model the intrinsic correlation among segmentation, edge, and saliency information, so as to guide

the extraction of discriminative context features, we proposed the CGNet, which can yield more semantic

results, without any pre-/post- processing. As a consequence, the proposed method achieves significant

performance gain both in accuracy and efficiency, making it easy to be widely applied. Our future work

will consider transferring this method to more sensitive tasks, such as 3D point clouds segmentation,

object detection, and key points detection.
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