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1 Experiments

In this section, we evaluate the performance of the proposed LMDE method on two large-scale visual aesthetic
datasets: the AVA dataset [1] and the CUHKPQ dataset [2]. The proposed method is implemented in Torch7 [3]
and trained on a computer equipped with a GTX-Titan GPU by using the proposed fast training strategy, where
γ, β and S are experimentally set to 0.2, 1.0 and 5.0, respectively. The experiments include two parts. The first
part evaluates the performance of the proposed method for aesthetic image classification with different parameter
settings. The second part evaluates the proposed method for aesthetic image classification and compares it with
several state-of-the-art aesthetic image classification methods on the two popular datasets.

1.1 The Datasets

We use two datasets (i.e., the CHUKPQ dataset and the AVA dataset) to evaluate the competing aesthetic image
classification methods. The CHUKPQ dataset contains about 30,000 images, which are collected from a variety
of photography websites. Each image in this dataset is clearly labelled as either a low-quality image (with a low
aesthetic score) or a high-quality image (with a high aesthetic score). There are 10,525 high-quality images and
19,167 low-quality images labelled in the CHUKPQ dataset.

The AVA dataset contains over 250,000 images collected from the website of Dpchallenge. Each image has
about 210 aesthetic scores ranged from 1 to 10. We use 230,000 images for training and the remaining 20,000
images for test. We divide the training images into two categories (i.e., low-quality images and high-quality
images) for training the proposed LMDE method. Following the strategy used in [1, 4], a parameter δ is used
to discard the ambiguous images from the training set: The images with an average score smaller than 5 − δ are
referred to the low-quality images. The images with an average score larger than or equal to 5+δ are considered as
the high-quality images. The images with an average score between 5−δ and 5+δ are considered as the ambiguous
images, and these images are discarded. In the implementation, we experimentally set the value of δ to be 1, by
which 52,207 high-quality images and 21,140 low-quality images are finally collected. To alleviate the class
imbalance problem, we simply augment the low-quality images by flipping each low-quality image horizontally.
Thus, we obtain 42,280 low-quality images in total. All the obtained images are split into 738 batches, and each
batch consists of 128 images.
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Table 1 The structures of the two CNN nets used in the proposed LMDE method.

Layer Layer1 Layer2 Layer3 Layer4 Layer5 Layer6 Layer7 Layer8

Net1 C(5, 3, 64) P(2) C(5, 64, 64) P(2) C(5, 64, 64) P(2) C(5, 64, 64) P(2)

Net2 C(5, 3, 64) P(2) C(5, 64, 64) P(2) C(5, 64, 64) P(2) C(5, 64, 64) SPP(2, 3, 4)

Table 2 The confusion matrices obtained the proposed LMDE method using two different CNN structures (i.e., Net1 (a) and Net2 (b)) on
the CHUKPQ dataset.

High-quality Low-quality

High-quality 4,605 657

Low-quality 672 8,911

High-quality Low-quality

High-quality 5,026 236

Low-quality 536 9,047

(a) (b)

1.2 The Influence of the Parameters

The proposed LMDE method contains several crucial parameters, which have influence on the performance of
LMDE. In this subsection, we examine how these parameters affect the performance of the proposed LMDE
method for aesthetic image classification.

1.2.1 Using the SPP Layer

A conventional preprocessing step for training a CNN model is to resize all images of a dataset into a fixed
size. However, resizing a visual pleasing image may potentially damage its aesthetics. Therefore, we conduct
experiments to evaluate whether the operation of resizing images into a fixed size will affect the classification
performance of LMDE. We train two LMDE models with different CNN structures (called as Net1 and Net2) on
the CHUKPQ dataset. The two CNN structures are respectively shown in Table 1. In Table 1, the convolutional
layer is denoted by C(k, nIn, nOut), where nIn and nOut respectively denote the number of input feature maps
and the number of output feature maps, and the kernel size of filters is k× k. Each convolutional layer is activated
by a rectfied linear unit (ReLU) [5]. P(s) denotes the max-pooling layer, whose kernel size is s × s. SPP(s1, s2,
. . . , sz) denotes the spatial pyramid pooling layer, which partitions each input feature map into divisions from fine
levels to coarse levels, and aggregates local features in the divisions. In total, a z-levels pyramid is generated and
the zth level is partitioned into sz × sz divisions. The only difference between the two CNN nets in Table 1 is
that in the last layer, Net2 uses the SPP layer, while Net1 uses a max-pooling layer. We report the classification
results obtained by LMDE with the two CNN nets, which are given in the two confusion matrices in Table 2. As
shown in Table 2, the number of high-quality images predicted correctly by Net2 is more than that by Net1. The
main reason is that images are not resized into a fixed size in the process of training Net2, which uses the SPP
layer in the last layer. Therefore, the SPP layer is beneficial to the proposed LMDE method for aesthetic image
classification. In the following experiments, the CNN structure of Net2 in Table 1 is used if not specified. Rojas
et al. [6] also observe that aesthetics can be affected after resizing images, and they avoid resizing input images
by using fully convolutional nets as the classifier. However, [6] does not consider the problem of large intra-class
variations in aesthetic images.

1.2.2 Different Loss Functions

We respectively set the value of λ in Eqn. (11) in the letter to 0, 1.0 and 0.5, and train the proposed LMDE method
on the CHUKQP dataset, by which the proposed LMDE method is trained with the hinge loss function (i.e., λ=0),
the triplet loss function (i.e., λ=1.0) and the joint loss function (i.e., λ=0.5), respectively. For simplicity, we call the
LMDE method with different values of λ as LMDEH , LMDET , LMDEJ , respectively. The CNN nets in LMDEH ,
LMDET and LMDEJ are respectively used to extract features from 2,000 images randomly selected from the
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TABLE I
THE STRUCTURE OF THE CNN NET USED IN THE PROPOSED LMDE METHOD.

Layer Layer1 Layer2 Layer3 Layer4 Layer5 Layer6 Layer7 Layer8
Net1 C(5, 3, 64) P(2) C(5, 64, 64) P(2) C(5, 64, 64) P(2) C(5, 64, 64) SPP(2, 3, 4)

(a) (b) (c) (d)

Fig. 2. The visualization of the features obtained by the proposed LMDE method with (a) the triplet loss function LMDET , (b) the joint loss function
LMDEJ and (c) the hinge loss function LMDEH , respectively. (d) The visualization of the features obtained by the CNN model, which is trained with the
softmax loss function (i.e., CNN Net1).

TABLE II
THE CLASSIFICATION ACCURACY OBTAINED BY THE PROPOSED LMDE
METHOD WITH DIFFERENT LOSS FUNCTIONS AND THE TRAINED CNN

NET1 MODEL ON THE AVA DATASET.

Loss Function Accuracy
Hinge (i.e., LMDEH ) 72.17%
Triplet (i.e., LMDET ) 76.41%
Softmax (i.e., CNN Net1) 74.20%
Joint (i.e., LMDEJ ) 85.15%

TABLE III
THE CLASSIFICATION ACCURACY OBTAINED BY THE PROPOSED LMDE

METHOD AND THE OTHER THREE COMPETING METHODS FOR AESTHETIC
IMAGE CLASSIFICATION ON THE AVA DATASET.

Method Accuracy
FV [21] 68.00%
RAPID [23] 73.70%
MPAN [1] 75.41%
LMDE 85.15%

LMDEH and LMDET . However, the features obtained by
CNN Net1 show less inter-class separability than those ob-
tained by LMDEJ , since LMDEJ explicitly encourages inter-
class separability between the learned features from different
classes. Table II reports the classification accuracy obtained
by LMDEH , LMDET , LMDEJ and the trained CNN Net1 on
the AVA test dataset. As can be seen, LMDEJ obtains the best
accuracy, since the features obtained by LMDEJ show the best
inter-class separability. The classification accuracy obtained by
LMDEJ outperforms those obtained by the competing variants
about 8.74% to 12.98%.

D. Comparison with the State-of-the-art Methods

In this subsection, we evaluate the performance of the pro-
posed method for aesthetic image classification and compare
it with several state-of-the-art methods on the AVA dataset.
We select three image aesthetic classification methods for
comparison: FV [21], RAPID [23] and MPAN [1]. FV is
a representative method based on hand-crafted features for

aesthetic classification. The latter two methods are based on
deep learning.

We train the proposed LMDE method spending about 70
hours and report the classification accuracy2 obtained by the
four competing methods on the test set in Table III. As we
can see, the FV method [21] obtains the worst performance
since it only uses the hand-crafted features, which are less
effective for classification. The RAPID method uses CNN
for the task of aesthetic image classification. The ability of
effective feature learning with CNN makes RAPID obtain
better performance than the FV method. However, RAPID
does not consider that the operation of resizing images may
have negative influence on the aesthetics of the images. MPAN
uses the SPP layer and aggregates fine-grained details from
multiple patches. Thus, MPAN achieves about 2% gain over
RAPID. The proposed LMDE method clearly outperforms the
other three competing methods. The proposed LMDE method
explicitly maps the images to a compact space, in which the
features of aesthetically pleasing photos are distributed closely
in the space and they are far from those of aesthetically
unpleasing photos. Moreover, the proposed LMDE method
encourages inter-class separability between the features of the
images from different classes with a large margin. Thus, the
proposed method outperforms all the other competing methods
by about 9%-17% in term of classification accuracy.

IV. CONCLUSION

In this paper, we present a large margin deep embedding
(LMDE) method with an effective joint loss function, which
combines the advantages of both the triplet loss function and
the hinge loss function. The minimization of the joint loss
function ensures that a large margin is enforced between the
learned features of the images from different classes, which
effectively enhances their discriminative power. Experiments
show that the proposed LMDE method significantly out-
performs several other state-of-the-art aesthetic classification
methods in term of classification accuracy.

2Here, we take the results obtained by FV, RAPID and MPAN from [1] for
comparison.

Figure 1 The visualization of the features obtained by the proposed LMDE method with different parameter settings (the red and blue points
denote the features of high-quality images and the features of low-quality images, respectively). (a)-(c) The visualization of the features
obtained by the LMDE method trained with the triplet loss function, the hinge loss function and the joint loss function, respectively. (d) The
visualization of the features obtained by the CNN model, which is trained with the softmax loss function.

Table 3 The classification accuracy obtained by the proposed LMDE method with different parameter settings and the trained CNN Net2
model on the CHUKPQ dataset.

Loss Function Accuracy

Hinge (i.e., LMDEH ) 83.20%

Triplet (i.e., LMDET ) 85.31%

Softmax (i.e., CNN Net2) 89.15%

Joint (i.e., LMDEJ ) 94.80%

CHUKQP dataset. Using the t-SNE visualization algorithm [7], the extracted features are respectively shown in
Figure 1(a)-(c). As shown in Figure 1, the features extracted by LMDEJ show the maximum inter-class separa-
bility. In addition, we also train Net2 with the standard softmax loss (called as CNN Net2) as a comparison. The
features obtained by the trained Net2 are shown in Fig. 1(d), which shows better inter-class separability than those
obtained by LMDEH and LMDET . However, the features obtained by CNN Net2 show less inter-class separability
than those obtained by LMDEJ , since LMDEJ explicitly encourages inter-class separability between the learned
features from different classes. Table 3 reports the classification accuracy obtained by LMDEH , LMDET , LMDEJ

and CNN Net2 on the CHUKPQ test dataset. As can be seen, LMDEJ obtains the best accuracy, since the features
obtained by LMDEJ show the best inter-class separability. Table 4 reports the classification accuracy obtained by
LMDEH , LMDET , LMDEJ and the trained CNN Net2 on the AVA test dataset. As can be seen, LMDEJ still
obtains the best accuracy. Generally, the results obtained by the proposed method with different parameter settings
on the AVA dataset are worse than those on the CHUKPQ dataset. The main reason is that the images in the AVA
dataset have more significant variations than those in the CHUKPQ dataset.

1.3 Comparison with the State-of-the-art Methods

In this subsection, we evaluate the performance of the proposed method for aesthetic image classification and
compare it with several state-of-the-art methods on the two visual aesthetic datasets. We select five image aesthetic

Table 4 The classification accuracy obtained by the proposed LMDE method with different parameter settings and the trained CNN Net2
model on the AVA dataset.

Loss Function Accuracy

Hinge (i.e., LMDEH ) 72.17%

Triplet (i.e., LMDET ) 76.41%

Softmax (i.e., CNN Net2) 74.20%

Joint (i.e., LMDEJ ) 85.15%
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Table 5 The classification accuracy obtained by CAP, CB and the proposed LMDE method for aesthetic image classification on the CHUKPQ
dataset.

Method Animal Plant Static Architecture Landscape Human Night Overall

CAP [8] 78.61% 76.38% 71.74% 73.86% 77.53% 76.94% 64.21% 77.92%

CB [9] 89.37% 91.82% 90.69% 92.75% 94.68% 97.40% 84.63% 92.09%

LMDE 95.54% 96.70% 94.93% 92.43% 96.49% 95.35% 92.18% 94.80%

Table 6 The classification accuracy obtained by the proposed LMDE method and the other three competing methods for aesthetic image
classification on the AVA dataset.

Method Accuracy

FV [1] 68.00%

RAPID [4] 73.70%

MPAN [10] 75.41%

LMDE 85.15%

classification methods for comparison: CAP [8], CB [9], FV [1], RAPID [4] and MPAN [10]. The first three
methods are the representative methods based on hand-crafted features for aesthetic classification. The latter two
methods are based on deep learning. Following [9, 10], we respectively compare the proposed method with CAP
and CB on the CHUKPQ dataset, and compare it with the other three competing methods (i.e., FV, RAPID and
MPAN) on the AVA dataset.

1.3.1 Results on the CHUKPQ dataset.

The CHKUPQ dataset consists of seven classes of images: animal, plant, static, architecture, landscape, human
and night. Following the strategy of selecting training and test sets in [9], we randomly select half of the high-
quality images and half of the low-quality images as the training set and keep the remaining images as the test
dataset. The proposed method is trained on the training set, which takes about 36 hours.

Table 5 reports the classification accuracy obtained by the CAP, CB and LMDE methods. As can be seen, the
overall average classification accuracy obtained by the proposed LMDE method is 94.8%, which is the highest
among the three competing methods and it is higher than those of CAP and CB by 16.9% and 2.7%, respectively.
The CAP method obtains the worst average classification accuracy since it only uses several regional features
(including color saturation, texture feature, the depth of field feature, etc.), which are less effective for the task of
aesthetic image classification. The CB method uses more effective features (including the regional features and
the global features) than those used in the CAP method. Thus, the CB method obtains better average classification
accuracy than the CAP method. Since the proposed LMDE method takes the advantage of CNN to directly learn
the features, the proposed LMDE method obtains higher average classification accuracy than the CB method. More
specifically, the proposed LMDE method respectively obtains 1-5% improvements on the classes of animal, plant,
static and landscape compared with the CB method, and it also achieves a comparative result to CB on the class
of architecture.

1.3.2 Results on the AVA dataset.

Table 6 lists the average classification accuracy obtained by the proposed LMDE method and the other three
competing methods for aesthetic image classification on the AVA dataset. As we can see, the proposed LMDE
method clearly outperforms the other three competing methods. The FV method [1] obtains the worst performance
since it only uses the hand-crafted features, which are less effective for classification. To the best of our knowledge,
the RAPID method is the first to use CNN for the task of aesthetic image classification. The powerful ability of
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Figure 2 Failure examples obtained by the proposed method. The first two rows and the last two rows show false positive examples and false
negative examples, respectively.

feature learning with CNN makes RAPID obtain better performance than the FV method. However, RAPID does
not consider that the operation of resizing images may change the aesthetics of the images. In contrast, MPAN
uses the SPP layer and aggregates fine-grained details from multiple patches. Thus, MPAN achieves about 2% gain
over RAPID. The proposed LMDE method explicitly maps the images to a compact space, in which the features of
aesthetically pleasing photos are nearby and they are far from those of aesthetically unpleasing photos. Moreover,
the proposed LMDE method encourages inter-class separability between the features of the images from different
classes with a large margin. Thus, the proposed method outperforms all the other competing methods by about
9%-17% in terms of classification accuracy.

1.3.3 Limitation Analysis.

We give several failure examples obtained by the proposed method in Figure 2. As shown in Fig. 2, the false
positive images are those that have attractive stories or creative ideas. The current aesthetic classification methods
cannot recognize high-level semantic information. Thus, the proposed LMDE method and other aesthetic clas-
sification methods usually classify them into low-quality images. In contrast, the false negative images usually
have clear topics, vivid colors or simply aesthetic but they have trivial stories. Thus, photographers give the false
negative images low scores, but the aesthetic classification methods usually classify them into high-quality images.
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