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Dear editor,
In recent years, reformulating natural language
queries has attracted significant amount of atten-
tion from both industry and academia. However,
there is a lexical chasm between natural language
queries and relevant documents. If natural lan-
guage queries are input directly, the results are
usually unsatisfactory. Therefore, reducing the
lexical chasm between user queries and relevant
documents is crucial for information retrieval sys-
tems.

This “lexical chasm” problem has attracted in-
creasing attention from both academic and enter-
prise communities. Query reformulation, which at-
tempts to alleviate vocabularymismatch by chang-
ing a given natural language query into an alter-
native query, is considered as an effective solution
for this problem, and various related approaches
have been proposed [1–4]. For example, Jones et
al. [2] proposed generating a new query to replace
the natural language query and considered query
reformulation as a machine translation problem,
where user queries are treated as one language and
the corresponding reformulated queries are treated
as another language. Statistical machine transla-
tion models [1, 3] and neural machine translation
models [4] have been proposed to rewrite the nat-
ural language queries. However, such models can-
not effectively generate out-of-vocabulary (OOV)
and low-frequency words in keyword queries. For
example, some entity words (e.g., Shanghai) ap-
pear in few natural language queries and gener-

ating these words from a fixed-size vocabulary as
keywords is often difficult.

In this study, we aim to address the “lexical
chasm” by translating natural language queries
into keyword queries [4]. Typically, extractive and
abstractive methods are employed for query trans-
lation: extractive methods and abstractive meth-
ods. Extractive methods extract keywords directly
from natural language queries, while abstractive
methods generate keywords from a fix-sized vocab-
ulary, which may generate novel keywords that do
not appear in the source text. This study adopts
the abstractive method because some query key-
words are semantically similar to the natural lan-
guage query but do not actually appear in the
given query, We first explore a recurrent neural
network (seq2seq) model with an attention mech-
anism [5, 6] to translate natural language queries
to keyword queries.

Bidirectional LSTM encoder. Our encoder uses
a single-layer bidirectional long short-term mem-
ory (LSTM) as the (RNN) unit to obtain the se-
mantics within a sentence. The LSTM is a variant
of an RNN and is used to solve the gradient vanish-
ing problems in conventional RNNs. The LSTM
introduces a gate mechanism and a memory cell to
avoid gradient vanishing. As a result, LSTM net-
work can provide better performance than a con-
ventional RNN in most cases. Here, an LSTM unit
comprises input gate i, forget gate f , memory cell
c, and an output gate o, which are defined as fol-
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lows:

ii = σ(W ihi−1 +U iexi
+ bi),

f i = σ(W fhi−1 +Ufexi
+ bf ),

c̃i = tanh(W c̃hi−1 +U c̃exi
+ bc̃),

ci = f i ⊙ ci−1 + ii ⊙ c̃i,

oi = σ(W ohi−1 +Uoexi
+ bo),

hi = oi ⊙ tanh(ci),

(1)

where σ is the element-wise sigmoid function and
⊙ is the element-wise product function. exi

is the
embedding of word xi, which maps discrete input
word xi to a distributed embedding vector. hi

is the hidden state vector storing all useful infor-
mation of a processed sequence. W ,U and b are
trainable parameters.

Unipdirectional LSTM decoder with attention

mechanism. The decoder is a unidirectional LSTM
with hidden states s, and it generates a variable
length sequence y = (y1, y2, . . . , yn) through a con-
ditional language model:

st = f(st, ct), (2)

p(yt|y1,...,t−1, x) = g(st), (3)

where f is the LSTM unit and non-linear function
g is a softmax classifier that outputs the probabil-
ities of all the words in the fixed-size vocabulary.
Here, the decoder is initialized with a summariza-

tion of the entire source text [
−→
h n,
←−
h 1], which is

given by

s0 = Ws[
−→
h n,
←−
h 1], (4)

where Ws is a trainable parameter matrix, that
learns to map the concatenation of forward en-

coder final hidden state
−→
h n and backward encoder

final hidden state
←−
h 1 to the semantic spaces of the

decoder. The encoder and decoder networks are
trained jointly to maximize the conditional proba-
bility of the target sequence. During the decoding
process, the decoder receives the word embedding
of the previous word at each time step t (in the
training phase, this is the previous word of the ref-
erence keyword, and at test time, it is the previous
word emitted by the decoder).

Pointer model. We introduce a copying mecha-
nism into the attentional seq2seq models to jointly
copy and generate keywords during the decoding
process. This model is a hybrid between the atten-
tional seq2seq model and a pointer network. Thus
this model can generate keywords from a fixed-size
vocabulary and extract keywords directly from the
original query. Our decoder obtains the current
keyword at each time step by calculating: (1) the
generation probability pg ∈ [0, 1]; (2) the copying

probability pc ∈ [0, 1]; (3) the probability distribu-
tion over the vocabulary Pvocab; and (4) the proba-
bility distribution over the word in the source text
Px. The final vocabulary distribution over the ex-
tended vocabulary is calculated as

p(w) = pgPvocab(w) + pcPx. (5)

Specifically, Pvocab(w) is a probability distribu-
tion of all words in the vocabulary and is calcu-
lated as

Pvocab(w) = softmax(g(st)) (6)

= softmax(Wg[st, ct] + bg), (7)

where Wg and bg are trainable parameters, st and
ct is the hidden states and context vectors of the
decoder. The generation probability pg is calcu-
lated as follows:

pg = σ
(
wT

c ct + wT
h ht + wT

x xt + bp
)
, (8)

where wc and wh is a vector and bp is scalar. The
copying probability is simply calculated as follows:

pc = 1− pg. (9)

Px is a probability distribution of all words in the
source text and is calculated as

Px(w) =
∑

i:xi=w

αt,i, (10)

if w does not appear in the source text, then Px(w)
is zero. One of the main advantages of this model
is that it can generate OOV words that appear in
the source text.

Experiment. The dataset used in our exper-
iments comprises a collection of triples (natural
language query, keyword query, and best answer).
The natural language query collected from the
question of “Baidu Knows”. The best answer is
the answer selected by the questioner among all
answers or simply the answer with the most votes.
The keyword query is constructed by extracting
some words from the relevant documents, and the
keyword query helps us better search for relevant
documents. In this context, relevant documents
are documents that are similar to the best answer
or contain the best answer.

We used two common metrics (Hits@K and
Precision@K) to evaluate retrieval performance
for original language queries. First, we trans-
lated questions into keyword queries and obtained
search results using the Baidu search engine. We
then used the best answer to measure the quality
of the search results. We employed the edit dis-
tance ratio to determine whether the best answer
was retrieved. Note that a search result is consid-
ered positive if its similarity to the best answer is
greater than 0.5.
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Results and discussion. To evaluate the pro-
posed method, we compared the following meth-
ods using the constructed corpus:

Raw query. Here, the original natural lan-
guage query is given to the search engine directly
without modification, which can be considered as
a baseline for retrieval performance.

Attentional seq2seq. This is the general
encoder-decoder model with the attention mech-
anism, which is widely used in several NLP tasks
such as machine translation [2, 3], speech recogni-
tion [1, 5], and text summarization [6].

Sequence labeling. This method is an extrac-
tive method, and it can only extract words from
natural language queries as the keywords of key-
word queries. Here, we consider the keyword ex-
traction as a word-based sequence labeling task
and adopt the Bi-LSTM model.

Pointer network. This method [4] is also an
extractive method and can be considered as a vari-
ant of the proposed model without the generator
decoder module.

ATS2S + SL. This method directly combines
the results of the attentional seq2seq and sequence
labeling models. Then, it filters out duplicate
words to construct keyword queries.

ATS2S + PN. This method first directly com-
bines the results of the attentional seq2seq and
pointer network models, and then it filters out du-
plicate words to construct the keyword queries.

Joint ATS2S + SL. Here, the attentional
seq2seq and sequence labeling model share the
same Bi-LSTM encoder. The sequence labeling
model used the Bi-LSTM encoder to extract key-
words and the attentional seq2seq model generated
keywords by its decoder. The two models were
trained jointly together.

Table 1 lists the performances of the different
methods on the dataset. The result shows that the
attentional seq2seq model was slightly better at

Table 1 Performance of different methods

Models H@5 H@10 P@3 P@5 P@10

Raw query 25.9 29.3 11.8 8.3 6.8

Attention seq2seq 19.1 21.7 7.9 5.7 4.7

Sequence labeling 22.2 25.1 9.6 6.9 5.7

Pointer network 28.3 31.2 14.1 10.6 8.5

ATS2S + SL 29.8 34.2 13.2 10.0 8.2

ATS2S + PN 28.7 32.0 13.3 9.9 8.0

The proposed model 37.1 44.1 16.3 11.5 9.6

generating generative keywords, however it could
not handle extractive keywords effectively. The se-
quence labeling model was able to better extract
extractive keywords, however, it could not identify
generative keywords. Note that both extractive
keywords and generative keywords are important
for retrieval. The proposed model could simul-
taneously handle extractive and generative key-
words well and achieved much better recall per-
formance for the total keywords than the other
methods. Therefore, the proposed model demon-
strates the best performance relative to processing
natural language queries.
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