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Dear editor,

With the rapid growth of social media platforms
such as Twitter and Chinese Weibo, personalized
services, such as recommendation and personalized
advertising, provide more engaging experiences for
the users. A prerequisite to personalized services
is effective user profiling. However, many users
do not want to share their profiles online due to
the privacy concerns. To address this problem,
automatic user profiling based on users’ posted
contents and their social activities online has at-
tracted many attentions in recent years [1-3].

Existing approaches to user profiling in social
media platforms, such as Twitter, Instagram and
Chinese Weibo, have explored information ex-
tracted from user-generated content, social net-
works, and through semantic enrichment of user
profiles.

In this study, we propose an alternative ap-
proach based on neural networks for user profiling
by jointly leveraging the user-generated text and
social networks. Evaluations on the SMP CUP
2016 dataset show that our proposed model out-
performs the state-of-the-art baselines on inferring
the age, gender and region of the users on the Chi-
nese Weibo platform.

Methodology. Our model is comprised of two
components: text representation learning and
graph embedding learning. More concretely, for
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text representation learning, words in text are
firstly converted to low-dimensional vectors pre-
trained by word2vec [4]. In order to capture
long-distance semantic information in text, we use
the bidirectional long-short term memory (LSTM)
model to obtain the representation of each post.
As a user could post more than one post, we lever-
age the attention mechanism [5] to calculate the
weighted sum of all posts as the final text repre-
sentation for the user.

For graph embedding learning, we first con-
struct a social network of users based on their
following-followed relations, and then use the large
information network embedding (LINE) [6], which
preserves both the first-order and second-order
proximity between users, to learn the node rep-
resentation for each user.

Finally, the representations of text and the node
in the social network for a given user are concate-
nated to jointly model the user profile. The joint
representation is fed to a classifier of predefined
attributes of a user like gender, age and region.

Text representation learning. Assuming that
the posts of a user is denoted as {p',p?,...,p™},
where m is the number of posts, each post
»? can be seen as a sequence of words po=
{w], w3, ... ,wij }, where L; is the length of post j.
The word is firstly converted into a d-dimensional
vector by looking up a pre-trained word embedding
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matrix Wg. Thus the sequence of word embed-
dings v = {v], v, ... ,v]Lj}, v] € R? is used as the
input to text representation learning. We use the
bidirectional LSTM to capture the post represen-
tation by capturing the information from both the
forward and the backward directions. The process

is written by

hy = LSTM vy,

), telo,T—1],

he = LSTM(vr, husr), te€[0,T —1].

The post representation is obtained by concatenat-

ing the forward hidden stat_e> E) and the backward

hidden state E, ie., pj = hy ® h.

In order to obtain the representation of multiple
posts of a user, we firstly compute the importance
score e; for post p; by a fully connected neural
network with a tanh activation function. Then the
sigmoid function is applied to get the normalized
importance score of a post p;, denoted as «;.

ej = UmTtanh(mej),

where W,,, € R%*d» o € R% are parameters of
the neural network and e; is the importance score.
To normalize the importance score for variable-size
sets of posts, we use the sigmoid function to obtain

the attention weight of each post by

_ exp(ey)

Oé]' = =7
D k=16

where o is the attention weight for post j. The
whole set of posts of user i can be represented by
the weighted sum of post representations by

m

B _ e

U’post - Z ajpj’
j=1

where uf.,ost is the representation of all posts gen-

erated by user 1.

Graph embedding learning. We construct a so-
cial network based on the following-followed rela-
tions, in which a node denotes a user and the link
connected two nodes denotes the existing of the
following-followed relation. We use the large infor-
mation network embedding (LINE) [6], which pre-
serves both the first-order and second-order prox-
imity between users, to obtain the representation
of each user in the social network. The first-order
proximity refers to the local pairwise proximity
between the vertices in the network. To model
the first-order proximity, for each edge (u;,u;),
the first-order proximity objective function is

defined as

01 = - Z logpl(uiauj)a

(i,J)EE

1) http://ltp.ai/.
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where u;,u; € R? are low-dimensional embed-
ding vectors of node u; and u;, respectively, and
p1(ui, uj) is the joint probability of nodes u; and
Uj-

To preserve the second-order proximity, the con-
ditional probability po(:|u;) should be close to the
empirical distribution. The objective function is
defined as

Oz = — Z log pa (u |us).

(i,J)EE

The node embedding is trained by asynchronous
stochastic gradient algorithm (ASGD) to optimize
the joint proximity objective functions O + Os.
In each training step, ASGD samples a mini-batch
of ground-truth edges and negative samples by

801 - 1 8p1 (ui, Uj)
6’U,i o P1 (ui, Uj) 8’(1,1' ’
802 - 1 apg (Uj |’U,,L)
6’U,i o P2 (uj|ui) 6’!1,1 '

When the joint objective function converges to a
local minimum, we get the representation of user

i, ', 40, in the social network.

Inferring user profile. After learning the post
representation and the node representation of a
given user, we feed the concatenated representa-
tions to a softmax classifier to predict the attribute
of a user. The softmax classifier is computed by

z' = WCIS (u;ost D u;ode) + bClS’

2
y! = softmax(z') = Lxc.,
S expa
where @ is the vector concatenation operation.
Wes and bcjs are the parameters of the fully con-
nected network in the softmax layer, y’ is the
predicted probability of user belonging to class
¢ (c=1,...,C) and C is the number of classes
of the user attributes.

Ezperimental setting. The dataset used in this
study is released by the SMP CUP 2016 com-
petition, which was collected from Chinese Sina
Weibo. The competition contains three tasks: pre-
dicting the gender (2 classes), age (3 classes) and
region (8 classes) of the users. In our experiments,
LTPY is used for word segmentation. The training
set of the SMP CUP 2016 dataset contains 4000
samples, and the test set consists of 1240 samples.
We use the classification accuracy as the evalua-
tion metrics, which was used in the competition.
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Ezperimental results. Table 1 shows the exper-
imental results. SVM [7] and CNN [8] only use
user-generated text to infer user profile. Heteroge-
neous graph embedding [3] learns user representa-
tion by mapping users and words in a unified het-
erogeneous graph. It is observed that our model
performs consistently better than all of the base-
lines across all the three tasks. These results show
that our proposed method can better predict user
attributes in social media by leveraging the repre-
sentations learned from both the post content and
the social network. The performance of our model
is better than the top teams in the SMP CUP 2016
competition [9], which relied on hand-crafted fea-
tures. We also observe that the ensemble strategy
further improves the performance of our proposed
model for user profile inference.

Table 1 Classification accuracy of our proposed model
against baselines

Baselines Gender Age Region
LSTM 75.42 51.01 62.50
LINE [6] 66.30 51.82 59.99
SVM (7] 73.42 50.01 65.50
CNN (8] 76.33 51.62 62.62
Heterogeneous graph embedding [3] 81.33 74.39 60.92
TOP in SMP [9] 88.30 64.80 72.70
Our model 90.97 68.98 73.76

Our model (Ensemble) 91.29 69.14 74.52

Conclusion. In this study, we presented a novel
neural network based method for microblog user
profile inference. The bidirectional LSTM and
the self-attention mechanism are used to capture
useful features in user-generated content. Net-
work embedding is used to extract user charac-
teristics hidden in social networks. Incorporating
both the content features and node embeddings
learned from social networks, our method achieves
the state-of-the-art performance on the SMP CUP
2016 dataset. For future work, we will extend
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our model to incorporate other information such
as avatars and user names.
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