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Appendix A Proof of Theorem 1
By (1) and (7) we have

det (C(2)) (y(k) — F(z)w(k))

F(2)adj (C(2)) A(2)y(k) + G(2)y(k — d) — det (C(2)) F(z)w(k)

F(2)adj (C(2)) B(z)u(k — d) 4+ F(z)det (C(2)) w(k) + G(2)y(k — d) — det (C(2)) F(2)w(k)
= G(2)y(k — d) + F(2)adj (C(2)) B(z)u(k — d),

which together with (8) leads to

det (C(2)) (y(k) — F(2)w(k)) = G(2)y(k — d) + det (C(2)) y" (k) — G(2)s(k — d),
det (C(2)) (y(k) —y™ (k) = G(2)(y(k —d) — s(k — d)) + det (C(z)) F(2)w(k).

Thus, by Assumptions 1 and 3 and (6) we have

hmsuprHy Hz—trZFRFTJrO()

j=0

Appendix B Proof of Theorem 2

From (1) it is easy to see
B(z)u(k — d) = A(2)y(k) — C(z)w(k).
Notice that

*ley I = Z\\y(k)*y*(k)+y I < Z\Iy (K| + Z\Iy P (B1)
k:O

Then, by Assumption 1, there is a constant C’ > 0 such that

c’ n+d

%leu(k)\\2 Z(Ily (B + [lw(®)]?) -
k=0

This together with Assumptions 2 and 3, Theorem 1 and (B1) implies (10).
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Appendix C Proof of Lemma 3

By (5), (11) can be rewritten as
A(z)s(k) = 22 B(2)u(k) + e(k), k > 0,
where €(k) = A(z)(s(k) — y(k)).
By (5), one can get
lle(B)[| < Me, (C1)
with M = T 370 ]| Aq]].

By Assumption 5, u(¢) is bounded. So, there exists a constant cg independent of € such that

|He (2u(@) Hy (2)e(0)] < oo @€ R™H [laf| = 1.

Appendix D Proof of Lemma 4

Let
det(A(z)) =ao+a1z+ -+ ampz™?, amp # 0,
and
= det (A(2)) ¢n. (b1)
Then

¥n = [adj (A(2)) (z"B(z)u(n) +e(n)T, -,
adj (A(2)) (x4~ B(z)u(n) + e(n — p+ )T,
287 et (A(2)) uT (n), - - -, 29797 2det (A(2)) uT (n)]T. (D2)

From (D1) we can obtain that for any z € R™Pti4,

k+mp+h k+mp+h k+mp+h mp mp k+mp+h mp
2 2
S0 SRR PR SRNEZO D DR ST I S R Dl S
i=k+mp+1 i=k+mp+1 i=k+mp+1 \j=0 j=0 i=k+mp+1j=0
mp k+mp+h
crdoat S el
j=0 i=k+1
which implies
k+mp+h 1 k+mp+h
Amin Z ‘Pi‘ﬁ; > m)\min Z dmﬁ{
i=k+1 j=0"J i=k+mp+1
Hence, in order to prove (15) we only need to show that
k+mp+h k+mp+h—d+1
Amin Z TZM/J; = Cl)\min Z UlUl/ ,C1 > 0.
i=k+mp+1 i=k+mp—d+2
T
Write the unit vector € R™P14 in the vector-component form x = [x{,mg, s ,:rg+q] . Then, by (D2), Assumption
5and § = —N° ____ we have
min| |, 1=1 |lg(2)|
k+mp+h k+mp+h
. N 2
Y Wap= D (He(2)uli) + H(2)e(d))
i=k+mp+1 i=k+mp+1
k+mp+h—d+1 k+mp+h k+mp+h
. . N 2
=g'(x) > UiUjg(@)+2 Y Hao(2u(@Hy(2)e(@)+ > (Hy(2)ed)
i=k+mp—d+2 i=k+mp+1 i=k+mp+1
k+mp+h—d+1 k+mp+h
> min lg(@)|*Amin STuUl 42 S He(2u(@H(2)e(d)
lall= i=k+mp—d+2 i=k+mp+1
k+mp+h—d+1 o
> min l19(2)]1> Anin > UUl | - 5 coe
lell= i=k+mp—d+2
k+mp+h—d+1 2
= min [lg@) { Amin > uu) -3
lell= i=k+mp—d+2

1 k+mp+h—d+1
>o min g@)PAmin (> UL
ll2l1= i=kt+mp—d+2

This together with Lemma 2 gives (15).
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Appendix E Lemma 5

If
N-1 o
ZLZQ>OJ,
2 T ]
for some a > 0, then we have
a2 1/2
U(NE)|| << |1 - ——-xr
R

Proof. See [1].

Appendix F Proof of Lemma 6
For the first inequality of Lemma 6

19(ra, 0] < exp ( > W) :
i=1 ?

please see [1].

Here we need only to show the second inequality of Lemma 6. By Lemma 4 and Assumption 5

Tn—1

N
Z PiP; > cd I
L+ |lgall* = Mnh

1=Tn—1

This together with Lemma 5 and the elementary inequality 1 —x < e~*,Va € [0, 1] leads to

52\ ?
1 (s )] < (1—c'2—) 7
M3

where 0’2 > 0 is a constant.

Let ¢ = %0/2 Then, we can get Lemma 6.

Appendix G Proof of Theorem 3
By (14) we have

én+1 =0 — ‘9n+1
=00, on

L+ [lonll?

~ (Pn /~
=0, — ———— 0 1
S T GLURELA)

wnw% )~ ®n
I—-—"—)60,— ————¢(n+1)
( 1+ [len][? L+ [len][?

(51— #60)

~ ©n
:\I/(n +1, 0)90 _—_
L+ [len|[?

1
————¢(2) - ¥(n+1,1)
L+l

em+1)—---

- ¥(n+1,2) W00|‘26(1)7

T+l
and hence,
1162 <1 (n, 0)|Ill6oll + [le(n)[| + [[¥(r,n — D)][[|e(n = D)|
+ o+ [, DIle(D]]-
Noticing
mn = n(h + mp) + 1,
by (16) we get ||¢r, || = O(72). This together with the definition of M; results in
M} =0 (r}") =0 (i").
So, from (16) and Lemma 6 there exists cg > 0 such that

n
|19 (7,0)]| < exp (—csz

=1

1
4v

) = O (exp (—ca(n + 1)1_4”)) ,

where ¢4 = %5 > 0.
For any n, there exists k, such that
Thy ST Tk, 41,
or

kn(h+mp) +1 < n < (kn +1)(h +mp) + 1.

(G1)

(G2)
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So,
n—1
kn+12>
* h+mp
y (G2) we have
1¥(n,0)[| < [[¥(7k,,,0)|| = O (exp (—e5(kn + 1)'7*")) = O (exp (—an'~*")) (G3)

where ¢5 > 0, a > 0.
For ¥(n, k), by Lemma 5, we have

1/2
[ (s )] < (1—c'2—) .
YE

For any 1 < k < n, by the definition of 7,, there exists m such that 7, > k. So,

1/2
n n 52
e Rl <11 ] wm,n_l)|<< 11 (“CQW)) .

i=m+1 i=m+1
From (16) and Lemma 6 there exists ¢ > 0 such that

|19 (7, B)]| < exp (—C6 3 14,,>

i=m+1
= O (exp (—cr(n+ 1)1_4”)) , (G4)
where ¢7 > 0.
Hence, by (G2) and (G4) we can get
1 (n, k)| < [[¥(7x,,, k)| = O (exp (—cs(kn + 1)1 %)) = O (exp (=pn' 1)), (G5)

where cg > 0, 5 > 0.
Therefore,

Tim ([, D+ )| = O (1),
which together with (C1), (G1), (G3) and (G5), implies

[|0n]] = O (), as n — oco.

Appendix H Simulation

Example 1. Tracking control with quantiezd outputs
Consider a system
A(2)y(k) = B(z)u(k — 1) + C(2)w(k), k=1,2,...

1+ % 0 11 14+ 4 1
22 0 ey =Y, cm=]|t T2 2
0 1+§z 10 3% 1+§z

w(k) being a 2-dimensional standard normal noise, the output y(k) measured by (5) with ¢ = 0.3, and y*(k) = [1,1]T
Then, under the tracking control (8), the tracking error is shown in HI.

with
Az) =
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Example 2. Parameter identification with quantiezd outputs
Consider a system
y(k) =ay(k —1)+bu(k —1), k=1,2,...

with 6 = [a,b]T = [~1,1]T to be identified. The output y(k) is measured by (5) with ¢ = 0.01. The projection algorithm

(13) is used with initial g = [0,0]7 and the control u(k)=-3, -1, 1, -3, -1, 1, -3 ... , k=1, 2, ... , and the H67n|| is shown in
H2.
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