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Abstract We investigate an energy-saving sleeping mechanism in a cache-aided ultra-dense network (UDN)

with delay constraints. As in existing works, we consider the video and file contents of the UDN. The video

contents are cached at and delivered by a small-cell base-station (sBS). The cache-aided sBS cooperates with

a macro-cell base-station (mBS) to service the file contents. The optimal sleeping strategy that conserves

energy under the delay constraint is formulated as an energy-consumption minimization problem under the

network stability condition with a guaranteed delay constraint. To find its solution, the minimization problem

is transformed into a joint optimization problem of energy consumption and delay by the Lyapunov technique.

A delay-constrained sleeping algorithm is proposed, and its effectiveness is confirmed by the numerical results

of a simulation study. A tradeoff between energy consumption and delay, achieved by adjusting the weighting

factor in the cache-aided UDN, is also demonstrated.
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1 Introduction

The dense deployment of small cell base-stations (sBSs) in an ultra-dense network (UDN) improves the

throughput [1], but consumes a large amount of energy. The energy consumption in a UDN can be

reduced by a BS sleeping scheme that turns off the low-load BSs [2]; however, this proposal increases the

delay. Hence, an efficient sleeping scheme should not sacrifice the delay performance of the system.

The sleeping mechanism under delay constraints has been extensively researched. A random sleeping

strategy and a traffic-aware sleeping strategy reportedly maximize the energy efficiency under a delay

constraint [3]. Liu et al. [4] developed a random sleeping strategy based on the N -policy M/G/1 queueing

model, in which each BS independently enters the sleeping state without considering other BS states.

This scheme saves energy while satisfying the delay requirement. A BS sleeping strategy that extends

the sleeping period when the UE can tolerate a delay was proposed in [5].

Obviously, there exists a tradeoff between energy saving and delay. The authors of [6] devised an

energy-saving, greedy-on greedy-off BS sleeping strategy with a flexible energy-delay tradeoff. In [7], the

energy-efficiency vs. delay tradeoff in virtualized wireless networks was formulated as an energy efficiency

maximization problem that constrains the user rate requests and delay limit. In our previous work [8], we
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formulated the energy-delay tradeoff problem as a cost minimization problem, and optimized the sleeping

time of the BSs.

BSs have recently been equipped with storage capabilities, imbuing them with a caching policy [9].

Cache-aiding can considerably reduce the energy consumption and delay in a heterogeneous network. To

maximize the caching performance and energy efficiency, Chen et al. [10] combined cooperative caching

with a transmission policy for cluster-centric networks of cache-enabled small cells. Xu et al. [11] applied

two-edge in-memory caching policies at different times. Their strategy improves the energy efficiency of

three-tier heterogeneous networks. In [12], the power consumptions of caching and uplink were jointly

minimized by an energy-efficient content-placement policy developed through integer linear programming.

More recently, caching policies have been combined with sleeping strategies for further conservation

of energy. Poularakis et al. [13] combined a caching and BS activation strategy into an approximation

framework that transforms the energy minimization problem into a maximization problem of the submod-

ular function under knapsack constraints. Xie et al. [14] iteratively solved the joint caching-BS activation

optimization problem through a quantum-inspired evolutionary algorithm. In [15], the energy saving was

maximized by a caching algorithm based on dynamic energy harvesting with a sleep-active scheduling

mechanism.

However, in previous works, the caching and BS activation have been co-optimized for energy saving

alone, without considering the delay. In this paper, we study a delay-constrained BS sleeping scheme

that conserves energy in a cache-aided UDN.

As implemented in related papers [16,17], our strategy considers the video and file contents requested

by users. The video contents are cached at a small-cell base station (sBS) and delivered by the sBS. To

service the file contents, the cache-aided sBS cooperates with a macro-cell base-station (mBS).

The main contributions of this paper are summarized below:

• We obtain the transmission probabilities, which depend on the caching probability and state of the

sBS, in an M/G/1 processor-shared queueing model.

• We express the average energy consumption in the system, derive the mean delay in delivering the

file and video contents, and analyze the impacts of the sleeping scheme and its cache capacity.

• We reformulate the delay-constrained sleeping strategy that maximizes the energy saving as an

energy minimization problem constrained by the network stability (a proxy of the delay). The problem

is solved by a delay-constrained sleeping algorithm based on the Lyapunov optimization theory.

The remainder of this paper is organized as follows. Section 2 introduces the system model and its

operation mode. Section 3 analyzes the queueing model and mean delay in the network, and Section 4

investigates the delay-constrained sleeping mechanism for the energy-saving problem. Numerical and

simulation results are provided in Section 5, and conclusion is presented in Section 6.

2 System model and operation modes

2.1 Network model

Consider the downlink of a two-tier UDN consisting of Ns sBSs overlaid by Nm mBSs. Assume that the

location distributions of the sBSs and mBSs follow an independent Poisson point process (PPP) with

intensities λs and λm (λs > λm) respectively [8], as shown in Figure 1.

To conserve energy, a sleeping strategy is imposed on the sBSs. While the mBSs are permanently

active, the sBSs are either active or sleeping. In the sleeping state, the transceivers and other hardware

components of the sBS are turned off, blocking the transmission service of that sBs. We denote the BS

state by S = (s1, s2, . . . sk, . . . , sNs
), where sk ∈ {0, 1}. The sleeping and active states of sBS k are

represented by sk = 0 and sk = 1, respectively. The sets of sleeping and active sBS are denoted by Bon

and Boff , respectively, and the total number of active and sleeping sBS are expressed as |Bon| and |Boff |,

respectively.
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Figure 1 (Color online) System model for a cache-aided UDN.

2.2 Caching policy

The caching policy, which is implemented only at the sBSs, improves the delay performance and offloads

the traffic in the backhaul link. Suppose that the system is time slotted and that slot t is normalized

to an integer unit within a short time interval (t, t+1], where t ∈ {0, 1, 2, . . .}. The sleeping strategy is

operated over a long time period.

In each time slot t, the video and file contents requested by users must be transmitted through the

system. The transmission service for file contents is provided by the mBSs. Each mBS makes all file

contents available and is connected to the data center via a fiber backhaul link [16]. Meanwhile, each sBS

is equipped with a local storage that caches all video contents. To reduce the delays in file transmission

and offloading the mBS traffic load and given the limited cache space, we assume that each sBS can cache

a subset of the file contents [16].

The set of file contents requested by the user is denoted by F={f1, . . . , fCN
}, and the total number

of file contents is CN . The size of each file is assumed as LF [10, 16]. The file popularities are modeled

by a Zipf distribution with the parameter σ [16,18]. The request probability of the ith most popular file

content is then given by the following:

pi=i−σ

(

CN
∑

i=1

i−σ

)−1

, (1)

where σ > 0 reflects the popularity distribution of the contents. A high σ means that most of the users

request a few very popular files.

We employ the most popular caching strategy, which assumes that sBS k can cache at most Ck < CN

files (i.e., the cache capacity is Ck). The files cached at sBS are denoted as Ck={fC1
, . . . , fCk

}. The

caching probability of a user requesting a file content cached within sBS k is given by [16, 18]

pCk =

Ck
∑

i=1

pi. (2)
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2.3 Transmission model

In each time slot t, suppose that the number of requests for new video contents that randomly arrive at

the system is an independent identically distributed (iid) PPP with arrival rate λV . The average size

of each video is assumed as LV [8]. Similarly, suppose that the number of new file requests arriving at

the system is an iid PPP with arrival rate λF . As congestion of the transmission links and backhaul

links in the mBS will delay the file-content transmission, users should receive the file contents from the

sBS whenever possible. However, the probability pFk of the file content transmitted by the nearest sBS k

depends on the state of sBS k and the cache capacity Ck.

Suppose that when no video request is being served, the file content can be transmitted by the nearest

sBS k, which also caches the file content [16]; otherwise, the file content is delivered by the nearest mBS.

It is worth noting that when a video request is being served, the file content cannot be transmitted by

an sBS. Meanwhile, when an sBS transmits its file contents to a user, the newly arrived video request is

transmitted simultaneously, and the video and file contents share the same BS resource.

2.4 System energy consumption model

The BS consumes a fixed amount of energy, along with the load-dependent transmission energy and the

storage energy [13, 15]. The fixed energy is the energy demand of the basic circuit, which is related to

the type of BS, duration of the period, and the temperature. The load-dependent energy is proportional

to the amount of data transmitted in the link, and the storage energy is consumed by the caching policy.

The cache-aided UDN significantly reduces the backhaul energy consumption, but also consumes storage

energy.

The power consumption (i.e., energy consumption) of the backhaul link from the data center to mBS

j in slot t is expressed as [13]

PM
j (t) = Pm0 + ξ̄j (Pmb+∆pmPmt) . (3)

Meanwhile, the power (energy) consumption of cache-aided sBS k in slot t under a certain state S of

the sBS is given as

PS
k
(t) = (1− sk)PS + sk (Ps0+ρ̄k∆psPst+CkLFωcs) , (4)

where sk presents the state of sBS k, and PS denotes the average power consumption of a sleeping sBS.

Ps0 (Ps0 > PS) and Pm0 are the constant power consumptions of sBS and mBS in the active state,

respectively, with corresponding power amplifying factors of ∆ps and ∆pm (∆pm > ∆ps). Pst and Pmt

(Pmt > Pst) are the transmission powers of sBS and mBS, respectively. The average traffic intensities in

mBS j and sBS k are ξ̄j and ρ̄k respectively [8], and Pmb is the power consumption of the backhaul link

to the mBS.

To compute the caching energy consumption, we separate the energy consumptions of caching the

video and file contents. The energy consumption of video-caching is constant and denoted by sBS Ps0,

whereas that of file-caching is given by CkLFωcs [16], where ωcs denotes the caching efficiency.

As t is an integer unit slot, and the sleeping strategy is operated at the beginning of t, the energy

consumed by the system in slot t for a certain state of sBS S is given as

P (t)=

Nm
∑

j=1

PM
j (t)+

Ns
∑

k=1

PS
k
(t) . (5)

Obviously, increasing the number of sleeping sBSs reduces the system’s energy consumption. Moreover,

as the energy consumption of caching the file contents in an sBS is smaller than the transmission energy

consumption of the mBS, the system energy consumption can be reduced by enlarging the cache capacity.
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3 Queue model and mean delay

Suppose that each sBS and mBS have an unlimited capacity for queueing the users waiting for services.

As the total request arrivals for video and file contents are PPPs, the requests at each active sBS and mBS

in slot t are also PPPs with different arrival rates [19]. Assuming that the service rate (defined as the

number of files or videos served per unit time) of each BS follows a general distribution, the transmission

rate of sBS for a given state of sBS S can be obtained using the Shannon capacity formula. Consequently,

we model each active sBS and mBS as a queueing system on a shared M/G/1 processor [20].

The mean delay in delivering the video and file contents is then derived from the average queue length

and network stability condition in a queueing model based on Little’s theorem (as described in the next

subsection).

3.1 Queue model of sBS

Let Ak(t) be the average arrival rate of requests for sBS k in slot t; i.e., the number of new video requests

arriving at sBS k and the number of user-received file transmission services at sBS k in slot t:

Ak (t) = sk

(

λV Ns

λs |Bon|
+ pFk

λFNs

λs |Bon|

)

, (6)

where sk represents the state of sBS k, and pFk is the probability of the file content transmitted by the

nearest sBS k.

In such a Poisson traffic model, the discrete transmission requests arrive at sBSs as a PPP. The traffic

intensity (or system utilization [8, 20]) is defined as the probability that sBS k is busy in an active state

in slot t,

ρk (t) =
Ak (t)

µk (t)
, (7)

where µk(t) is the service rate of sBS k in slot t. By definition of traffic intensity, the probability that

sBS k is idle when no video contents are waiting for service at sBS k is 1− λV NsLV /(λs |Bon|Rk (t)).

Furthermore, the probability that sBS k can service a file transmission is

pFk =sk

(

1 −
λV Ns

λs |Bon|

LV

Rk (t)

)

pCk . (8)

The service rate µk (t) of sBS k in slot t is then given by the following:

µk (t) = sk

(

λV Ns

λs |Bon|
+

(

1−
λV Ns

λs |Bon|

LV

Rk (t)

)

Rk (t)

LF

)

. (9)

We now define the queue length Qk(t), the average number of video contents of the users waiting for

transmission in the buffer of sBS k in slot t [21], as

Qk (t) = max {0, Qk (t− 1)− Rk (t)}+Ak (t) . (10)

The time-averaged arrival rate, transmission rate, queue length, and traffic intensity at sBS k are

respectively defined as follows: [7]

Āk = lim
T→∞

1

T

T−1
∑

t=0

E {Ak (t)}, (11)

R̄k = lim
T→∞

1

T

T−1
∑

t=0

E {Rk (t)}, (12)

Q̄k = lim
T→∞

1

T

T−1
∑

t=0

E {Qk (t)}, (13)

ρ̄k = lim
T→∞

1

T

T−1
∑

t=0

E {ρk (t)}. (14)
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3.2 Queue model of mBS

The number of new file requests from users arriving at mBS j in slot t, i.e., the arrival rate of mBS j, is

given as follows:

Mj (t) =
λF

λm

(

1−

Ns
∑

k=1

pFk
Ns

λs |Bon|

)

. (15)

Denote the average transmission rate of the mBS j files provided to users in slot t by rj(t). The service

rate of mBS j in slot t is given by χj (t) = rj (t)/LF
.

The traffic intensity of mBS j in slot t is then given as

ξj (t) =
Mj (t)

χj (t)
. (16)

The queue length of mBS j in slot t can be expressed as

Gj (t) = max {0, Gj (t− 1)− rj (t)}+Mj (t) . (17)

The time-averaged arrival rate, transmission rate, queue length, and traffic intensity at mBS j are

respectively given by the following equations:

M̄j = lim
T→∞

1

T

T−1
∑

t=0

E {Mj (t)}, (18)

r̄j = lim
T→∞

1

T

T−1
∑

t=0

E {rj (t)}, (19)

Ḡj = lim
T→∞

1

T

T−1
∑

t=0

E {Gj (t)}, (20)

ξ̄j = lim
T→∞

1

T

T−1
∑

t=0

E {ξj (t)}. (21)

3.3 Network stability

A discrete queueing process for sBS k is mean rate stable if [21]

lim
T→∞

1

T

T−1
∑

t=0

E {Qk (t)} < ∞. (22)

Similarly, the queueing process at mBS j is mean rate stable if

lim
T→∞

1

T

T−1
∑

t=0

E {Gj (t)} < ∞. (23)

A network is stable if all queues are mean rate stable, which implies that the time-averaged arrival

process is less than or equal to the service process, i.e., all queues are finitely long [7].

3.4 Mean delay

In this paper, delay is defined as the time difference between the arrival of a user’s transmission request

and the departure of the user’s service.

The delay in a video content request comprises the transmission delay and the queueing delay. The

average transmission delay of the video content transmitted by sBS k in slot t is given by

DV
T
(t) =

LV

R̄k

, (24)
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where R̄k is the time-averaged transmission rate of serving sBS k.

According to Little’s theorem [20], the average queueing delay of the video content transmitted by sBS

k in slot t is given as

DV
Q (t) =

Q̄k

Āk

. (25)

Thus, the mean delay of the video content transmitted by sBS k in slot t can be expressed as follows:

DV (t) = DV
T (t) +DV

Q(t). (26)

File contents can be transmitted by the nearest sBS k without a queueing delay, or by the nearest

mBS j with both transmission and queueing delays. In addition, the backhaul link from a given mBS to

the data center is a dedicated backhaul link with low delay. This delay can be neglected [22].

Therefore, the mean delay of delivering the file content in slot t is given as [23]

DF (t) = pFk
LF

R̄k

+
(

1− pFk
)

(

LF

r̄j
+

Ḡj

M̄j

)

. (27)

The time-averaged mean delay of delivering the video and file contents is then expressed as

D̄V = lim
T→∞

1

T

T−1
∑

t=0

E
{

DV (t)
}

, (28)

D̄F = lim
T→∞

1

T

T−1
∑

t=0

E
{

DF (t)
}

. (29)

As evidenced in the above analysis (Eqs. (6) and (15)), enlarging the number of sleeping sBSs in the

system increases the number of user requests at each BS, and hence lengthens the queue [24]. Addition-

ally, at the given traffic arrival rate, the delays in the video and file contents are proportional to the

corresponding queue lengths (Eqs. (26) and (27)). Thus, the queue length can be depicted as a delay

and can be controlled within a tolerable limit by adjusting the sleeping mechanism [7].

If the file content is cached at an sBS, it can be transmitted directly from the BS to a user with high

pFk , so the file-content delay decreases with increasing cache capacity for the file contents. Nevertheless,

transmitting a file content delays the video transmission owing to the increased pFk and Q̄k, meaning that

increasing the cache capacity for the file content increases the delay in delivering the video content.

4 Delay-constrained sleeping mechanism for the energy saving problem

This section aims to optimize the sleeping set of the sleeping mechanism in the cache-aided UDN, thus

reducing the energy consumption of the network while ensuring good delay performance.

4.1 Problem formulation

According to the queueing model and Little’s theorem, the queueing delay depends on the queue length,

which is related to the network stability. In a stable network, all queues are of finite length. Therefore,

we depict the delay by the queue length and guarantee a finite delay by the network stability condition.

The energy saving problem is formulated as a minimization problem of the time-averaged energy

consumption of the system subject to a network stability criterion:

P1 argmin
S∗

P̄ = lim
T→∞

1

T

T−1
∑

t=0

E {P (t)}, (30)

s.t. C1 : Q̄+ Ḡ = lim
T→∞

1

T

T
∑

t=1





Ns
∑

k=1

Qk (t) +

Nm
∑

j=1

Gj (t)



 < ∞, (31)
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where C1 is the network stability condition that guarantees a suitable delay.

The objective function P1 is the long-term time average of the expected energy consumption under the

network stability constraint. Owing to the binary-mode selection of the sBS state, the objective function

P1 cannot be solved directly.

Instead, a mutual restraint relationship between the energy consumption and delay is found using

the Lyapunov optimization theory, and the original problem P1 is transformed into a joint optimization

problem that simultaneously solves the energy consumption and delay.

4.2 Problem transformation

Lyapunov optimization is a classic approach that has been widely applied in recent energy efficiency-

delay tradeoff problems [7,21,25,26]. It is particularly efficient at optimizing the time-averaged objective

function under additional time-averaged constraints [27], as the original stochastic optimization problem

can be transformed into an instantaneous static optimization problem. Thus, the stochastic optimization

problem P1 can be directly solved by a classical drift-plus-penalty algorithm developed by the Lyapunov

optimization technique.

Let Θ (t)={Q (t) , G (t)}. The Lyapunov function is defined as

L (Θ (t)) =
1

2

Ns
∑

k=1

Qk (t)
2
+

1

2

Nm
∑

j=1

Gj (t)
2
, (32)

where G (t) = {G1 (t) , . . . , Gj (t) , . . . , GNm
(t)} and Q (t)= {Q1 (t) , . . . , Qk (t) , . . . , QNs

(t)}.

The one-slot conditional Lyapunov drift is then given by the following equation:

∆ (Θ (t)) = E {L (Θ (t+1))− L (Θ (t)) |Θ(t)} . (33)

Theorem 1. According to the Lyapunov optimization technique, under any state of sBS S, all possible

values of ∆ (Θ (t)) and all possible weighting factors V > 0, P1 can be solved by minimizing the upper

bound of the drift-plus-penalty expression [7]:

∆ (Θ (t))+V E {P (t) |Θ(t)} 6 B + V E {P (t) |Θ(t)}+

Ns
∑

k=1

Qk (t) (E (Ak (t) |Θ(t) )

−E (Rk (t) |Θ(t) ))+

Nm
∑

j=1

Gj (t) (E (Mj (t) |Θ(t) )− E (rj (t) |Θ(t) )),

(34)

where B is a positive constant, and for all time slots t we have

B >
1

2

Ns
∑

k=1

E
{

Ak(t)
2
+Rk(t)

2
|Θ(t)

}

+
1

2

Nm
∑

j=1

E
{

Mj(t)
2
+rj(t)

2
|Θ(t)

}

. (35)

Proof. A similar proof is given in [7, 21].

By Theorem 1, minimizing the upper bound of the drift-plus-penalty expression also minimizes the

Lyapunov drift ∆ (Θ (t)), ensuring that all queues are stable. In other words, to satisfy the network

stability condition C1, we need only to minimize the upper bound of the drift-plus-penalty expression,

denoted by FS(t). Therefore, we transform P1 as follows:

P2 argmin
S∗

FS (t) =

{

V E {P (t) |Θ(t)}+

Ns
∑

k=1

Qk (t) (E (Ak (t) |Θ(t) )− E (Rk (t) |Θ(t) ))

+

Nm
∑

j=1

Gj (t) (E (Mj (t) |Θ(t) )− E (rj (t) |Θ(t) ))







,

(36)

where the weighting factor V can be set to any positive value. The weighting factor indicates the relative

importance of the average energy consumption over the mean delay [8].
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Note that the optimization problem P2 is not equivalent to the original problem P1, as will be shown in

Theorem 2. However, by setting a very large weighting factor V , problems P1 and P2 become equivalent.

In addition, to reveal the relationship between the energy consumption and delay, we bound the sum of

the time-averaged queue lengths by Theorem 3.

Theorem 2. Suppose that the original problem is feasible. For some arbitrary V > 0, the time-

averaged energy consumption in P2 is bounded by

P̄
opt
P1 6 P̄

opt
P2 6 P̄

opt
P1 +

B

V
, (37)

where P̄
opt
P1 and P̄

opt
P2 are the time-averaged energy consumptions in the optimal solutions of P1 and P2,

respectively.

Proof. As in [7, 21], suppose that Rk(t), rj(t) and Ak(t), Mj(t) are derived for any arbitrary state of

sBS S, and satisfy the following conditions for any ε > 0,

E (Ak (t) |Θ(t) ) = λS
k
, E (Mj (t) |Θ(t) ) = λM

j , (38)

E (Rk (t) |Θ(t) ) = E (Rk (t)) > λS
k
+ ε, (39)

E (rj (t) |Θ(t) ) = E (rj (t)) > λM
j

+ ε. (40)

Assume that the time-averaged energy consumption in the optimal solution of P2 P̄
opt
P2 is bounded by

P̄min 6 P̄
opt
P2 6 P̄max.

Substituting (38)–(40) into (36) and taking ε → 0 yields

∆ (Θ (t))+V E
{

P̄
opt
P2 (t) |Θ(t)

}

6 B + V P̄
opt
P1 − ε

Ns
∑

k=1

Qk (t) − ε

Nm
∑

j=1

Gj (t) . (41)

Iterating the expectation and telescoping the sums over t ∈ {1, . . . , T}, we have

E{L (Θ (T + 1))}−E {L (Θ (T ))}+V

T
∑

t=1

E
{

P̄
opt
P2 (t) |Θ(t)

}

6T
(

B+V P̄
opt
P1

)

−ε

T
∑

t=1





Ns
∑

k=1

Qk (t)+

Nm
∑

j=1

Gj (t)



.

(42)

Dividing (42) by V T and letting T → ∞, we obtain (37).

Theorem 2 demonstrates that as V increases, the time-averaged energy consumption in the optimal

solution of P2 P̄
opt
P2 decreases at the speed O (1/V ). Specially, according to (37), P̄ opt

P2 is arbitrarily close

to the optimal solution of the original problem when V is sufficiently large. Hence, after setting a very

large weighting factor V , the original problem P1 becomes equivalent to the optimization problem P2.

Moreover, as sleeping BSs increase the delay, there exists a tradeoff between energy consumption and

delay. To understand the relationship between the energy consumption and mean delay, we bounded the

summed average queue lengths using Theorem 3, obtained by dividing (42) by εT and letting T → ∞.

Theorem 3. Suppose that the original problem P1 is feasible. For arbitrary V > 0, the optimal solution

of P2 guarantees that all queues in the system are stable, i.e., Eq. (31) holds. The sum of the time-

averaged queue lengths is bounded by

Q̄ + Ḡ = lim
T→∞

1

T

T
∑

t=1





Ns
∑

k=1

Qk (t) +

Nm
∑

j=1

Gj (t)



 6
1

ε

(

B + V P̄max

)

. (43)

Theorem 3 guarantees the finiteness of all queues in the optimal solution of P2, but the sum of the

time-averaged queue lengths increases at the speed O (V ) with increasing V , meaning that a large V

lengthens the delay. Theorems 2 and 3 imply that V balances the energy consumption and delay. More

specifically, the energy consumption becomes arbitrarily close to the optimal solution of P1 when V is set

large enough to ensure an arbitrarily small B/V . On the contrary, a small V is required for minimizing

the mean delay; that is, for reducing the queue length as far as possible .



Li P, et al. Sci China Inf Sci August 2019 Vol. 62 082301:10

4.3 Solution to optimization problem P2

Problem P2 must find the optimal sleeping set that minimizes the objective function FS(t) in each

slot t. As problem P2 is a challenging combinatorial optimization problem, its optimal solution can be

found by exhaustive searching over the O
(

2Ns
)

possible cases. Here, the set of sleeping sBSs that saves

energy while maintaining delay performance was decided by a low-complexity, delay-constrained sleeping

strategy. The proposed strategy is presented in Algorithm 1.

We now introduce Γon (k) and Γoff (k), the turn-on and turn-off benefits of FS(t), respectively, for sBS

k, and denote by F (Bon) the value of FS(t) given the active set sBS Bon. As a sleeping BS consumes

more energy when awakened, we consider the energy consumption ES of transiting from the active to the

sleeping state [28].

Algorithm 1 first calculates the average transmission rate, average queue length and average energy

consumption at each BS, based on the current set Bon of active sBSs. These calculations are iterated

over the T time slots (Steps 2–10).

For the given set Bon of active sBSs, it then checks the network stability condition according to the

traffic intensity Ψ = (ρ1, . . . , ρNs
, ξ1, . . . , ξNm

).

If Ψ > 1 (i.e., the service rate is smaller than the arrival rate), there is an unstable queue in the system.

To ensure a stable network, we awaken some sleeping sBSs depending on the value of FS(t) (Steps 11–16).

In constructing Bon, we choose the sBS k that maximizes the turn-on benefit Γon (k). In particular, we

turn on the sBS k that minimizes the objective function FS(t) and add it to the previous set Bon of active

sBSs. These processes repeat until the network stability condition is satisfied.

If 0 < Ψ < 1, (i.e., the network stability condition is satisfied), we calculate the turn-off benefit Γoff (k)

for each active sBS k in Bon. If Γoff (k) > 0 (i.e., if turning off sBS k benefits the system), the selected

sBS k is added to the set Boff of sleeping sBSs; otherwise, the algorithm stops (Steps 17–20).

The detailed sleeping mechanism is presented in Algorithm 1. The complexity of this algorithm is

O ((T + 1)Ns + TNm).

Algorithm 1 A delay-constrained sleeping scheme

01: Initialize: Q(0)=0,G(0)=0, ρ(0)=0, ξ(0)=0,Bon,Boff .

02: Repeat

03: Calculate Rk(t), rj(t), ρk(t), ξj(t) and pF
k
.

04: Compute Ak(t) and Mj(t) according to (6) and (15).

05: Update Qk(t) and Gj(t) according to (10) and (17).

06: Calculate P (t) according to (5).

07: t = t+ 1,

08: Update ρ̄k and ξ̄j according to (14) and (21).

09: Update Q̄k, Ḡj and P̄ , according to (13), (20) and (30).

10: End Repeat when t = T , T is total number of time slots.

11: While Ψ > 1,

12: Repeat

13: Calculate Γon(k)=F (Bon∪{k})−F (Bon)+Es, ∀k∈Boff .

14: If k∗=argmin
k∈Bon

Γon (k), Then Bon←Bon ∪ {k∗}.

15: End Repeat when 0 < Ψ < 1.

16: End While

17: While 0 < Ψ < 1,

18: Calculate Γoff (k)=F (Bon)−F (Bon−{k})−Es, ∀k∈Bon.

19: If Γoff (k)> 0, Then Boff ← Boff ∪ {k}.

20: End While

5 Numerical and simulation results

This section presents the numerical results of the simulation study. The system covers 250000π m2, and

the sBS and mBS-tiers operate on different frequencies. We assume that all active sBSs have the same
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Table 1 System parameter

Parameter Value Parameter Value

λm 5× 10−6 λs 2.5× 10−5

λV 0.5 s−1 λF 1 s−1

∆pm 10 ∆ps 8

Ps0 4.8 W Pm0 10 W

PS 2.4 W Pmb 8 W

Pmt 46 dBm Pst 30 dBm

LV 10 MB LF 5 MB

Wm 10 MHz Ws 10 MHz

ES 1.5 W ωcs 2× 10−9 J/byte
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Figure 2 (Color online) Time-averaged energy consump-

tion vs. weighting factor V , calculated by Algorithm 1.

Figure 3 (Color online) Time-averaged queue length vs.

weighting factor V , obtained in the simulation study.

cache capacity C with parameter σ = 0.5. The system parameters are consistent with those in [8,16,29],

and are listed in Table 1.

Figure 2 plots the numerically calculated time-averaged energy consumption vs. the weighting factor

V under the optimal sBS state obtained by Algorithm 1. Results are plotted for five combinations

of C, λm, and λV . As V increased, the time-averaged energy consumption decreased at the speed

O (1/V ), verifying Theorem 2. In particular, when V was sufficiently large (e.g., V > 40), the time-

averaged energy consumption converged to the optimal solution of problem P2. In addition, increasing C

obviously decreased the energy consumption, because increasing the C reduces the traffic load of the mBS;

moreover, caching the file contents of an sBS consumes less energy than transmitting the file contents

from an mBS. Caching can induce the sleeping state in some sBSs. Therefore, caching can decrease the

intensity of active BSs in the UDN [30,31].

Decreasing the traffic arrival rate λV , λF also reduced the time-averaged energy consumption (see

Figure 2). A lower traffic-arrival rate lightens the traffic load at each BS; accordingly, the time-averaged

energy consumption was smaller for λV = 0.5, λF = 0.5 than for λV = 1.0, λF = 0.5 and λV = 0.5,

λF = 1.0. In particular, as transmission from an mBS consumes more average energy than transmission

from an sBS, the time-averaged energy consumption was larger for λV = 0.5, λF = 1.0 than for λV = 1.0,

λF = 0.5.

Figure 3 plots the simulated time-averaged queue lengths at sBSs and mBSs as functions of V for

different C values. As V increased, the time-averaged queue lengths of the sBS and mBS (Q̄sBS and

ḠmBS, respectively) increased at the speed O(V ), verifying Theorem 3. In particular, when V was

sufficiently large (e.g., V > 35), the time-averaged queue lengths converged to the optimal solution of

problem P2.

As also confirmed in Figure 3, increasing C increased the time-averaged queue length of the sBS but

shortened the queue length of mBS. This occurs because as C increases, a larger number of file contents
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Figure 4 (Color online) Time-averaged delays in file and

video contents vs. weighting factor V , obtained in the sim-

ulation.

Figure 5 (Color online) Weighting factor V vs. the time-

averaged energy consumption and the time-averaged delay

of file contents at C = 5.

are accepted for service at each active sBS, creating a longer queue of video contents waiting for service

at the sBSs.

We further observed that the time-average queue length of sBS was larger for C = 5, λV = 1.0 than

for C = 5, λV = 0.5. This result reflects Little’s theorem, namely, that the average queue length is

proportional to the average arrival rate of the file contents. The same trend appeared for the time-

averaged queue length of mBS (Figure 3).

Figure 4 plots the simulated time-averaged delays in file and video contents as functions of V for

different C values. Obviously, the delays in the video and file contents were proportional to the average

queue lengths at the sBSs and mBSs, respectively. Additionally, the delay curves in Figure 4 exhibit

almost the same trend as the queue-length curves in Figure 3.

Figure 5 plots the weighting factor V as a function of the time-averaged energy consumption and the

time-averaged delay of the file contents for C = 5. Obviously, increasing the V decreased the energy

consumption and lengthened the delay in transmitting the file content. Thus, the relationship between

the energy consumption and file-content delay deviates from a monotonic curve, meaning that sacrificing

the delay does not guarantee an energy-saving benefit.

Figure 6 compares the time-averaged energy consumption vs. weighting factor curves in different sleep-

ing schemes and caching capacities. As a benchmark, the exhaustive-search results of the original problem

P1 are also presented. The time-averaged energy consumptions obtained by our proposed Algorithm 1

closely matched those found by exhaustive searching. Comparing the schemes with and without the

sleeping strategy, we observed that the sleeping strategy improved the energy conservation performance.

Combining the sleeping strategy with the caching scheme further reduced the energy consumption by a

considerable amount.

Note also that the time-averaged energy consumption for C = 5 with no sleeping strategy was larger

than that for C = 0 with the sleeping strategy because the reduction of the average energy consumption

by the sleeping strategy is larger than that of caching file content for sBS when C = 5.

Figure 7 compares the simulated time-averaged delays in transmitting the file and video contents as

functions of weighting factor in different sleeping schemes and for different caching capacities. This figure

clarifies an increasing trend in the mean delays of video and file contents as the weighting factor V

increased. Meanwhile, when V was sufficiently large (e.g., V > 35), the time-averaged delay converged

to the optimal solution of problem P2, demonstrating that the condition C1 was satisfied.

The results of our proposed Algorithm 1 were very similar to those of exhaustive searching. Benefitting

from the caching strategy, the cache-aided UDN improved the mean delay performance of delivering the

file content (compare the results of C = 5 and C = 0 obtained by Algorithm 1). On the contrary, the

video-content delivery might be compromised because the file and video contents compete for the same

sBS resources.
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Figure 6 (Color online) Time-averaged energy consump-

tion vs. weighting factor for different sleeping schemes and

caching capacities.

Figure 7 (Color online) Time-averaged delay vs. weight-

ing factor for different sleeping schemes and caching capac-

ities.

In addition, the sleeping strategy clearly extended the delay of video content, meaning that the delay

performance of video contents was improved by removing the sleeping strategy. On the other hand, as

the mBS is responsible for providing file services, the weighting factor did not influence the file-content

delay when C = 0, regardless of whether the sleeping mechanism was adopted or omitted.

6 Conclusion

This paper investigated an energy saving problem for a cache-aided UDN with a sleeping strategy and

subjected to a delay constraint. The system energy consumption, mean delay in file delivery, and video

transmission to users were analyzed using a mathematical model. The energy saving problem was re-

formulated as an energy minimization problem constrained by a network stability condition. Using the

Lyapunov optimization technique, the objective function was transformed into the joint optimization

problem of energy consumption and delay with a weighting factor. The joint optimization problem was

then solved by a delay-constrained sleeping strategy. Our proposed strategy was verified by the numer-

ical results of a simulation study. Our proposed algorithm delivered good performance, and achieved a

suitable tradeoff between the energy consumption and delay through the adjustable weighting factor.
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