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Dear editor,
In the steel industry, the annealing heating pro-
duction directly impacts the economic benefits of
enterprises; hence, accurately predicting the re-
quired gas flow is very important [1]. On account
of high equipment complexity, it costs lots of time
for maintaining a traditional mechanism model at
a good working condition; data-driven model, such
as support vector regression (SVR), has been used
in industry processes [2].

However, owing to diversity of operating con-
ditions, real data collected from annealing heating
process for modeling contains many singular points
and noise. Therefore, achieving high predicting
precision with an SVR model implemented using
real factory data is difficult. Moreover, because of
the structural risk minimization principle in the
SVR algorithm, the predicted data is smoother,
and the influence of singular points which creates
from some rare operation conditions on the model
is eliminated, which leads to greater error output
by the model at some operation conditions and
negatively affects the industrial production [3].

To increase the influence of singular points on
the prediction model, Diao et al. [4] proposed
the weighted support vector regression (WSVR)
method to change the weight values of sample

points based on the time difference, such that the
model exhibits stronger timeliness. However, this
method of setting the sample weight value can-
not adapt to samples without time characteristics;
sample weight assignment is difficult for untrained
data.

Recently, machine learning [5] has gained popu-
larity; moreover, ensemble learning can overcome
the challenge of sample weight assignment in clas-
sification problems [6]. AdaBoost [7] is an ensem-
ble learning algorithm that can adjust the sample
weights to adapt the prediction accuracy of a clas-
sifier and transforming those from weak classifiers
into a strong classifier. However, predicting the
temperature in the annealing heating process is a
regression problem. Defining a weight adjustment
strategy in the regression model is the primary
task in applications of the AdaBoost algorithm.

To solve the problem of low prediction accuracy
achieved by the ordinary SVR model in the an-
nealing heating process, we first define the stan-
dard of the accuracy of the regression model pre-
diction results. Then, we use WSVR to train the
prediction models using the original data set; the
prediction accuracy of the WSVR models deter-
mines the sample and model weights. Finally, the
AdaBoost algorithm is used to integrate multiple
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weak regression models into an ensemble model to
improve the accuracy of the process model.

WSVR algorithm. Let S = {(xi, yi), i =
1, . . . ,m} be a training set comprising sample
data collected from the annealing heating process,
where xi ∈ R

N and yi ∈ R, N represents the input
characteristics used to describe the process. The
selection of this value determines the number of
input parameters for the regression model.

First, the variable x is nonlinearly mapped to
the high-order feature space Ω by φ(x), and the
linear regression function f(x) = WTφ(x) + b is
constructed in Ω. According to the standard SVR
algorithm, W and b can be obtained by solving the
convex quadratic programming problem as follows:

min
W,b

P =
1

2
WTW + C

m
∑

i=1

(ξi + ξ∗i ),

where C is the penalty coefficient, ξi and ξ∗i are
slack variables. In WSVR, the penalty coefficient
of each sample changes according to the weight of
the sample. Simultaneously, WSVR has the same
constraints as the standard SVR:

min
W,b

P =
1

2
WTW + C

m
∑

i=1

qi(ξi + ξ∗i ),

s.t.











yi − (WTφ(xi) + b) 6 ε+ ξi,

(WTφ(xi) + b)− yi 6 ε+ ξ∗i ,

ξi, ξ
∗
i > 0, i = 1, 2, . . . ,m.

(1)

The Lagrangian multiplier method can be used to
convert (1) to its dual problem. And α and α∗ are
solved using

min
α,α∗

D =
1

2

m
∑

i=1

m
∑

j=1

Qij(αi − α∗
i )(αj − α∗

j )+

ε
m
∑

i=1

(αi + α∗
i )−

m
∑

i=1

yi(αi − α∗
i ),

s.t.











0 6 αi, α
∗
i 6 Cqi,

m
∑

i=1

(αi − α∗
i ) = 0, i = 1, 2, . . . ,m,

(2)

where Qij = φ(xi)
Tφ(xj) = K(xi, xj), K(xi, xj)

is a kernel function. The final regression function
can be expressed as

f(x) =

m
∑

i=1

(αi − α∗
i )K(xi, x) + b. (3)

AdaBoost algorithm. Let WSVR be a basic re-
gression model and the AdaBoost maximum train-
ing times be G. qgi represents the weight of the i-th
sample at the g-th training, and δ is the maximum
allowable error between the sample value and the

predicted value. Generally, in the industrial field,
the value of δ is directly related to the assessment
standard. The steps of this algorithm are as fol-
lows.

Step 1. Initially assume that all samples have
equal weights, as q1i = 1/m.

Step 2. Set g = 1, 2, . . . , G, the regression model
fg(x) is obtained according to WSVR, and the er-
ror rate is calculated using

rg =

∑m

i=1 l
g
i

m
× 100%, (4)

where lgi =
{ 1, |yi−fg(xi)|>δ

0, |yi−fg(xi)|<δ.
If rg is greater than

50%, the loop is exited.
Step 3. Set

βg =
1

2
ln

(

1− rg

rg

)

(5)

as the model weight, and adjust the sample
weights using the following formula:

qg+1
i =

ug+1
i

∑m

i=1 u
g+1
i

, (6)

where ug+1
i = qgi ×

{ exp(−βg), |yi−fg(xi)|<δ,

exp(βg), |yi−fg(xi)|>δ.
In the

training process, this algorithm tries to provide
different weights for those singular points to im-
prove their performance. Then, return to Step 2.

Step 4. At the end of the cycle, the final ensem-
ble model ABWSVR is shown as

F (x) =

∑G

g=1 β
gfg(x)

∑G
g=1 β

g
. (7)

Finally, the structure of ABWSVR is as shown
in Figure 1(a).

Verification. We collected 150 sets of annealing
furnace heating data that were stably produced
under different operating conditions on an indus-
trial site. We used the coil width, coil height, coil
temperature, process speed, gas-air ratio and the
calorific value as input together with gas flow rate
as output for training and prediction. The first
100 samples were set as the training set, and the
remaining 50 samples were included in the testing
set.

First, we used SVR to build a prediction model.
Figure 1(b) shows the values predicted by the
model. While the SVR results can be fitted to the
trend of the data, the overall error is too large and
the tracking effect on some operation conditions is
not ideal.

Next, we built an ABWSVR model by apply-
ing the algorithm proposed in this study. we used
the AdaBoost maximum training time G = 8, and
δ = 100 m3 according to the field accuracy require-
ments. Figure 1(b) shows the predicted results



Zhang Y Y, et al. Sci China Inf Sci April 2019 Vol. 62 049202:3

WSVR1

WSVR2

WSVRG

Weight updater

Weight updater

Weight updater

∑

ABWSVR

S

q2

q1

qG

r2

r1

rG

βG

β2

β1

q3

2400

2200

2000

1800

1600

G
as

 (
m

3
)

: 

: 

2400

2200

2000

1800

1600

G
as

 (
m

3
)

5040302010

Coil  count

: 

: 

SVR

Real

Real

ABWSVR

1

(a) (b)

Model r (%)

SVR 58 126.2

ABWSVR 79.2

MAE (m3)

28

(c)

...
...

...
...

Figure 1 (Color online) (a) Structure of ABWSVR; (b) predicted results of SVR and ABWSVR; (c) comparison of the
models.

based on the test samples. The fitting curve in
the figure is significantly more realistic than that
of the SVR model, and the tracking effect for sin-
gular points is more obvious.

According to (4), rSVR and rABWSVR can be
calculated. Figure 1(c) shows the results. Com-
pared to the SVR model, the prediction error rate
of the ABWSVR model is reduced by 30%, base
on this result, using chi-square test to calculate
χ2 = 16.34 which proves that the difference be-
tween the two models has highly statistically sig-
nificance and the ABWSVR model is better than
the SVR model. In addition, the mean absolute er-
ror (MAE) is reduced by 47 m3, which also proves
the effectiveness and accuracy of the ABWSVR
model.

Conclusion. In this study, new model based
on WSVR is proposed to achieve higher predic-
tion accuracy for the annealing heating process
than an SVR based model can provide. First,
the WSVR algorithm is realized to improve the
identification of sample specific values; the model
weights are given in combination with the on-site
assessment criteria. The training sample weights
of each WSVR model are adaptively adjusted by
the last WSVR model accuracy to fit the different
operation conditions. Finally, the ensemble model
is obtained using the AdaBoost algorithm, which
effectively improves the prediction accuracy and
creates significant benefits for enterprise produc-

tion.
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