
Appendixes

1 Appendix A

Before proving the correctness and estimating the number of rejections that the algorithm needs,
we recall the notion of the smoothing parameter of lattices, which was introduced by Micciancio
and Regev in [7]. The simplest lattice is the one-dimensional integer lattice Z. In fact, we only
need the notion of the smoothing parameter of lattice Z.

Definition 1 (Smoothing Parameter [7]). Let ε > 0 be a positive real. The smoothing parameter
of lattice Z, denoted by ηε(Z), is defined to be the smallest real s such that ρ1/s(Z \ {0}) ≤ ε.

Lemma 1 (Gaussian Measure on Translates of the Lattice [7]). For any (small) real ε > 0 and
c ∈ R, if σ ≥ ηε(Z), then ρσ,c(Z) = [(1− ε)/(1 + ε), 1] · ρσ(Z).

Lemma 2. If q ≥ 1 and 0 < c < 1, for any integer z, then there exists a unique tuple (x, y, s) with
x ∈ Z+, y ∈ [0, dqe) and s ∈ {−1, 1}, such that z = s(dxq+sce+y) and dxq+sce−xq−sc+y < q.

Proof. For any integer z, there exist x ≥ 0 and y ∈ [0, dqe) such that z = s(dxq + sce+ y), where
s = 1 if z > 0 and s = −1 if z ≤ 0. It is clear that dxq+sce−xq−sc+y < q if y < dqe−1. Otherwise,
if y = dqe− 1 and dxq+ sce−xq− sc+ y ≥ q, then dxq+ sce+ dqe− 1 ≥ q+xq+ sc. Therefore, by
taking x′ = x+1 and y′ = 0 we have dx′q+sce+y′ = dxq+q+sce = dxq+sce+dqe−1 = dxq+sce+y
and dx′q+ sce− x′q− sc+ y′ = dx′q+ sce− x′q− sc < q. This guarantees that there always exists
a tuple (x, y, s) we desire. Assume that dx1q + sce+ y1 = dx2q + sce+ y2, where 0 ≤ x1 < x2 and
y1, y2 ∈ [0, dqe). Then dx2q + sce − dx1q + sce = y1 − y2. Since q ≥ 1 and 0 < c < 1, it follows
that that y1 − y2 = dx2q + sce − dx1q + sce ≥ dx1q + q + sce − dx1q + sce ≥ dqe − 1. This implies
that x2 = x1 + 1, y1 = dqe − 1 and y2 = 0 if there exist 0 ≤ x1 < x2 and y1, y2 ∈ [0, dqe) such that
dx1q + sce + y1 = dx2q + sce + y2. In this case, we have dx1q + sce + dqe − 1 = dx1q + q + sce.
Hence, dx1q+ sce− x1q− sc+ y1 = dx1q+ sce+ dqe− 1− x1q− sc = dx1q+ q+ sce− x1q− sc ≥ q
and dx2q + sce − x2q − sc+ y2 = dx2q + sce − x2q − sc < q. This proves the uniqueness.

From the proof of Lemma 2, for a given tuple (x, y, s), we see that dxq + sce − xq − sc+ y ≥ q
only if y = dqe − 1. Then we have the following corollary.

Corollary 1. Let z be a non-zero integer. Let (x, y, s) be a tuple with x ∈ Z+, y ∈ [0, dqe)
and s ∈ {−1, 1} such that z = s(dxq + sce + y). If q ≥ 1 and 0 ≤ c < 1, the probability that
dxq + sce − xq − sc+ y ≥ q is at most 1/dqe.

Theorem 1. The algorithm outputs an integer z according to discrete Gaussian distribution DZ,σ,c
with σ > σ2 and c ∈ (0, 1/2]. The expected number of rejections that the algorithm needs has an
upper-bound given by (1/τ)·

(
dqeρσ2(Z+)

)
/
(
qσ2
√
π/2−1

)
with τ = (1−1/dqe). In particular, if σ ≥

ηε(Z) then the expected number of of rejections has an upper-bound given by 1.47 ·
(
dqe2/q(dqe−1)

)
.
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Proof. Since q = σ/σ2 > 1 and 0 < c ≤ 1/2, by Lemma 2, any possible output z ∈ Z can be
uniquely written as z = s(dxq+sce+y) with x ≥ 0 and y ∈ [0, dqe), such that dxq+sce−xq−sc+y <
q. For z ∈ Z, the proposal and the target distribution density function are

g(z) =
ρσ2

(x)

2dqeρσ2(Z+)
and f(z) = f(s(dxq + sce+ y)) =

ρqσ2,c(s(dxq + sce+ y))

ρqσ2,c(Z)

respectively. Note that

ρσ2
(x) exp

(
−2xq(y + δ) + (y + δ)2

2q2σ2
2

)
= exp

(
−x

2q2 + 2xq(y + δ) + (y + δ)2

2q2σ2
2

)
= exp

(
− (xq + y + δ)2

2q2σ2
2

)
= exp

(
− (y + dxq + sce − sc)2

2q2σ2
2

)
= ρqσ2,c(s(dxq + sce+ y)).

Furthermore, exp
(
− (2xq(y + δ) + (y + δ)2)/2q2σ2

2

)
is not more than one as x and y + δ are both

non-negative. For any z = s(dxq + sce + y)), therefore, the expected number of rejections that
the algorithm needs is equal to max{f(z)/g(z)} ·max{1/τ(x)}, where τ(x) is the probability that
y + δ < q. Then, we have

max
f(z)

g(z)
≤ ρqσ2,c(s(dxq + sce+ y))

ρσ2(x)
·2dqeρσ2

(Z+)

ρqσ2,c(Z)
≤ 2dqeρσ2

(Z+)

ρqσ2,c(Z)
<
dqeρσ2

(Z+)

ρqσ2(Z+\{0})
≤ dqeρσ2

(Z+)

qσ2
√
π/2− 1

.

The third inequality follows from the fact that

ρqσ2,c(Z) = ρqσ2,c(Z+\{0}) + ρqσ2,c(−Z+) ≥ 2ρqσ2,c(Z+\{0}) > 2ρqσ2(Z+\{0})

for c ∈ (0, 12 ], where the equality holds when c = 1
2 . The last inequality follows from ρqσ2

(Z+\{0}) =
ρqσ2(Z+)− 1 and the sum-integral comparison

ρqσ2(Z+) ≥
∫ +∞

0

ρqσ2(x)dx = qσ2
√
π/2.

In addition, by Lemma 1, if qσ2 ≥ ηε(Z), then ρqσ2,c(Z) ≈ ρqσ2(Z). Then we have

2qρσ2
(Z+)

ρqσ2,c(Z)
≈ 2qρσ2

(Z+)

ρqσ2
(Z)

≤ 2qρσ2
(Z+)

2qσ2
√
π/2

≤ ρσ2
(Z+)

σ2
√
π/2

≈ 1.47,

where the first inequality follows from the sum-integral comparison

ρqσ2
(Z) ≥

∫ +∞

−∞
ρqσ2

(x)dx = 2kσ2
√
π/2.

Finally, for x ≥ 0, by Corollary 1, we have τ(x) ≥ 1 − 1/dqe. Let τ = min τ(x) = 1 − 1/dqe.
The expected number of rejections has an upper-bound given by (1/τ) ·

(
dqeρσ2(Z+)

)
/
(
qσ2
√
π/2−

1
)
. In particular, by Lemma 1, if σ = qσ2 ≥ ηε(Z) then ρqσ2,c(Z) ≈ ρqσ2

(Z). Thus, we have

2dqeρσ2
(Z+)/ρqσ2,c(Z) ≤ dqeρσ2

(Z+)/qσ2
√
π/2 and the expected number of rejections has an

upper-bound given by
(
dqe2/q(dqe − 1)

)
·
(
ρσ2

(Z+)/σ2
√
π/2

)
≈ 1.47 ·

(
dqe2/q(dqe − 1)

)
.
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2 Appendix B

Time independent is not constant-time. The former means more than the latter. As mentioned
in section 1, ensuring constant execution time is one of ways in which we achieve the time in-
dependence. Since rejection sampling is inherently costly to turn into constant-time algorithms
due to the fact that they are probabilistically rejecting samples, our proposed algorithms cannot
be constant-time. In this section, we show that our algorithm can be adapted for meeting the
requirement of time independence, and thus it has resistance against timing attacks.

The SampleZ algorithm proposed by Ducas et al. in [2], which is called Bernoulli sampling by
convention, is susceptible to timing attacks because of the implementation of the binary discrete
Gaussian distribution DZ+,σ2

and the process of computing the exponential function exp{−(y2 +
2kxy)/2k2σ2

2} trough a pre-computed look-up table [1].
We assume that double precision floating-point arithmetic does not leak the values of the

operands. Although a subnormal (denormal) floating point value and a value with a zero exponent
exhibit different timing behaviors compared with normal floating point values according to recent
observations [6], it is not hard for us to avoid using these special values in our algorithms and
there is no more evidence that the values of operands of double precision floating-point arithmetic
can be recovered from those timing behaviors. Our algorithm is an ‘off-centralized’ version of

the Bernoulli sampling, but it computes the exponential function exp
(
− 2xq(y+δ)+(y+δ)2

2q2σ2
2

)
by di-

rectly using (double precision) floating-point arithmetic, and thus it prevents information leakage
caused by using the pre-computed look-up table. However, it seems to be difficult for us to give a
time independent implementation of discrete Gaussian distribution DZ+,σ2

. Therefore, we need to
mitigate the information leakage due to implementation of DZ+,σ2

.
Note that the samples from DZ+,σ2

(the values of x) can be generated in the offline phase in
Algorithm 3, as the sampler for DZ+,σ2

is fixed and does not depend on the input of Algorithm
3. In this case, for a fixed sampler, Micciancio et al. suggested generating the samples in large
batches in the offline phase [8]. In our algorithm, we can use this strategy simply by adding a
minor performance penalty. Then one can look at the time required to generate a batch of samples
from DZ+,σ2

. Their aggregate generation time is sharply concentrated around the expectation, and
can be made constant except with negligible probability.

The limitation of mitigation strategy suggested by Micciancio et al. is that it requires a cache
of a large size to store a large batch of samples. We show that randomly shuffling small batches
of samples from DZ+,σ2

also works for mitigating the information leakage. We assume that the
adversary is able to exactly recover samples fromDZ+,σ2

by timing (even other side-channel) attacks
on the sampler for DZ+,σ2

. Let d be the size of a batch, i.e., every d samples from DZ+,σ2
are

randomly shuffled. On one hand, if the adversary has recovered l (1 ≤ l ≤ d) consecutive samples
from DZ+,σ2

, after the random shuffling she/he can rearrange these values in the right order with

probability 1/
∏l
i=1(d − i + 1), and then obtains l exact values of x with this probability. On

the other hand, one can directly guess the values of x according to discrete Gaussian distribution
DZ,σ,c. More specifically, the probability that x = i (i = 0, 1, 2, . . .), denoted by Pr[x = i], i.e., the
output integer z ∈ [−(i+ 1)dqe − 1,−idqe] ∪ [idqe, (i+ 1)dqe − 1], is equal to

−idqe∑
z=−(i+1)dqe−1

ρσ,c(z)/ρσ,c(Z) +

(i+1)dqe−1∑
z=idqe

ρσ,c(z)/ρσ,c(Z)

For a large dqe (≥ 215) and a random c ∈ [0, 1), one can verify that Pr[x = 0] ≈ 0.76, Pr[x =
1] ≈ 0.22, Pr[x = 2] ≈ 0.018 and Pr[x ≥ 3] < 0.002. Then the guessing strategy of the highest
success rate is to guess x = 0 all the time. Thus, when l ≥ 2 we say that the adversary’s attacks
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are invalid if

(Pr[x = 0])l > 1/

l∏
i=1

(d− i+ 1),

which means that the effect of launching attacks is worse than that of guessing x = 0 directly.
When l = 1, we assume that the adversary only considers determining a single value of x even if
she/he has recovered a number of consecutive samples from DZ+,σ2

. In this case, we say her/his
attacks are invalid if Pr[x = i] > 1/d for i ≥ 0. Furthermore, due to the probability density function
of DZ+,σ2

the adversary needs 1/
∑
i≥3 ρσ2

(i)/ρσ2
(Z+) attacks on average until getting a sample

not less 3 from DZ+,σ2
, and needs about d/

∑
i≥3 ρσ2

(i)/ρσ2
(Z+) attacks in all until recovering a

value of x not less 3. Hence, if

Pr[x ≥ 3] > (1/d) ·
∑
i≥3

ρσ2(i)/ρσ2(Z+),

which implies that the number of launching attacks is more than that of guessing x ≥ 3 directly,
we can also say that the adversary’s attacks are invalid.

In practice, we choose d = 56 and use Fisher-Yates algorithm to randomly shuffle every 56
samples from DZ+,σ2

. It can be verified that d = 56 satisfies the two probability inequalities so
that the information leakage is invalid. Applying this mitigation strategy, we obtain an adapted
version of our algorithm that is time independent. We tested that the performance decreases to
about 9.2×106 samples per second in this case. The adversary will not be able to recover the secret
information even if the adversary determines the exact number of restarts, because the output of
of the algorithm does not depend on this number.

3 Appendix C

Karney’s sampling algorithm for discrete Gaussian distributions over the integers Z can be realized
by using C++ library ‘RandomLib’, in which the source code of his algorithm is encapsulated as a
.hpp file named ‘DiscreteNormal.hpp’1. ‘RandomLib’ also supports the generation and some basic
operations of infinite precision random numbers. Moreover, the double-precision random numbers
used in our experiments are sampled by using <random> library in C++11. On a laptop computer
(Intel i7-6820hq, 8GB RAM, Ubuntu 16.04), using the g++ compiler and enabling -Os optimization
option, we implemented Gentry’s SampleZ algorithm [4] and our proposed algorithm. The source
code is based on the adaptions of ‘DiscreteNormal.hpp’ as well as the runtime environment provided
by ‘RandomLib’.

Figure 1 shows the performance of our sampling algorithm compared with Gentry’s and Kar-
ney’s algorithm. For a discrete Gaussian distribution DZ,σ,c, with σ ranging roughly from 4 to 220,
and c picked uniformly from [0, 1), one can get about 10.5× 106 samples per second by using our
algorithm. We see that a large σ has no impact on the sampling efficiency of our algorithm. For
Karney’s algorithm, however, there will be a degradation in performance when σ ≥ 218.

Recent results on discrete Gaussian sampling precision suggested that the significand precision
of 53 bits provided by double-precision floating arithmetic, is sufficient for most of the security
applications [8, 9]. Hence, our algorithm is only designed and implemented for double-precision
floating parameters. One could also design an adapted algorithm for higher precision using the
lazy floating-point arithmetic [3].

We also implemented the sampling algorithm proposed by Micciancio et al. [8] in our computer.
For example, we took s = 82137.0, c = 0.423, k = 12, s0 = 34 and b = 16, its sampling speed was

1‘RandomLib’ is available at http://randomlib.sourceforge.net/.
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Figure 1: Performance of our sampling algorithm compared to Gentry’s and Karney’s algorithm

only about 1.15 × 106 samples per second at the cost of pre-computed tables of size about 215.4

bytes. This means that our algorithm has a significant performance advantage. Although this is
only a naive implementation, its results roughly agree with the experimental data presented in
[8]. Micciancio et al. also suggested splitting their algorithm into online and offline phases, and
they assumed the offline phase is free (by using idle times, parallel devices, FPGAs or GPUs). In
this case, its performance approaches 10.0× 106 according to their experimental data. In fact, our
algorithms can also be split into online and offline phases, and we can also get a performance boost
if the offline phase is free.
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