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Appendix A Paper details

The structure of this supplementary is: explaining the relevant work of security vulnerability risk assessment and CVSS; ex-

pounding the three criteria of metrics, and analyzes them based on CVSS; expounding the integral idea and implementation

process of the CVSS PCA; analyzing the dispersion and objectivity of CVSS PCA.

Appendix A.1 Related work

CVSS 1.0 [1] was designed by NIST as a quantitative vulnerability risk assessment system in 2004. CVSS is acknowledged

widely, and promotes the standardization process of the vulnerability evaluation [2]. In 2007, Mell et al. [3] upgraded the

CVSS to 2.0 and made a comprehensive comparison between the two versions, they proved that the version 2.0 is better

than 1.0 in both objectivity and dispersion. However, the objectivity and dispersion of 2.0 are still not perfect. CVSS 3.0

was put forward at the FIRST conference [4] in 2012, but it is still in testing phase so far.

In recent years, there is plentiful work [5] to improve the objectivity of CVSS. Ghani [6], Keramati [7], Fruhwirth [8],

and Holm [9] researched CVSS metrics and put forward some attributes as new metrics, respectively. Wang [10] adjusted

the formulas of CVSS. Temporal feature was added by Keramati [11]. Holm [12] manually marked 3000 vulnerabilities

published on NVD to verify the objectivity of CVSS. Meanwhile, these vulnerabilities manually marked can be used as

objective criteria of other quantitative systems. There is also some work about the dispersion of CVSS. Wang [13], Liu [14],

Younis [15] et al. discussed the dispersion of CVSS in several. Based on CWE categories, Liu [16] et al. introduced category

factor VTF and proposed VRSS 2.0 to improve the dispersion of CVSS 2.0 risk scores.

Appendix A.2 Analysis of CVSS dispersion and metrics

The dispersion of CVSS and the three criteria of metrics will be discussed below in detail.

Appendix A.2.1 The distribution of CVSS

There are some deficiencies in the dispersion of CVSS scores, for instance, six metrics of CVSS 2.0 have three possible

values respectively,, that is there are total of 36 = 729 results (729 risk scores). Unfortunately, most of the values are the

same, and actually there are only 76 different scores, see Fig.A1. Meanwhile, the appearance probabilities of different risk

scores are very uneven [3,5]. Fig.A2 shows the dispersion of risk scores manually marked [12]. Obviously, it is a more even

distribution and the pattern is closer to Normal Distribution.

Appendix A.2.2 The probabilities of CVSS metric values

40007 vulnerabilities published on NVD have been analyzed and Fig.A3 shows the probability of each metric value, for

instance, the probabilities of L, N, A of metric Av is 9.68%, 85.69% and 4.63%, respectively. Clearly, the probabilities of

each metric value are uneven, this lead to a poor dispersion.

Appendix A.2.3 The total number of metric values

Fig.A4 shows the distributions of CVSS metrics (VRSS metrics are the same), and Fig.A12 shows the distribution of

CVSS PCA. Obviously, the less number of metric values, the less number of risk scores.
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Figure A1 the distribution of CVSS 2.0 risk scores (40007 vulnerabilities).

Figure A2 the distribution of risk scores manually marked (3000 vulnerabilities).

Figure A3 the distribution of risk scores manually marked (3000 vulnerabilities).

Appendix A.2.4 The correlations between CVSS metrics

The greater the difference between the conditional probability and the average probability becomes, the more obvious

dependency is. Av is showed in detail as an example, and another five metrics are the same. Fig. A6 reveals the

probabilities of three values of Av, in the case of each value of the other five metrics (five metrics * three values of each
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Figure A4 the distributions of CVSS and VRSS metrics.

Figure A5 the correlations between CVSS metrics.

metric = 15), respectively. For instance, the probability is 16.47%, when Ac value is H and Av value is L. The average of

Av L is 9.68%, 16.47% is far larger than 9.68%, so it is a strong dependence between Ac H and Av L.

All the other metrics and qualitative correlations of values are shown in Fig. A5. Among them “↗” means strengthening.

“↘” means weakening. “↑” means significant strengthening. “↓” means significant weakening. “–” means uncorre-lated.

For example, when Ac value is H, the probability of Au value for M is significantly enhanced. From the table, A, C

and I influence each other seriously, and because of the difference of conditional probabilities, the matrix is asymmetric.
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Figure A6 the probability distribution of Av.

Figure A7 the statistics of CVSS metric correlations.

Fig.A7 shows the statistics of dependence between each metric, strong dependence (“↑” and “↓”) accounted for 28.89%,

weak dependence (“↗” and “↘”) accounted for 45.93%, and no dependence (“–”) accounted for 25.19%. The correlations

between the metrics may affect the probability distribution of metrics, which may further affect the risk score dispersion.

Appendix A.3 Introduction of CVSS PCA

Appendix A.3.1 Principal component analysis

Principal Component Analysis is a statistical algorithm to compress and map metrics. PCA is often used in research of

machine learning or data mining. It can make variables become dispersed, and try to keep the most original information [17].

The core of PCA is a linear combination of the original variables. In quantitative situation, it simplifies the original

characteristics through linear transformation. Its prominent advantage is that it features on good decorrelation. PCA can

put multiple mutual related metrics into several relatively independent metrics. In this paper, these characteristics of PCA

are mainly used. The transformed principal component metrics are linear combinations of the original metrics.

PCA is introduced for improving CVSS. Assume that X is a variable with six dimensions{dimensions: Av, Ac, Au, C,

I, A}, and µ = E(X),
∑

= V ar(X). 

Z1 = aT1 X

Z2 = aT2 X

Z3 = aT3 X

Z4 = aT4 X

Z5 = aT5 X

Z6 = aT6 X,

Obviously,

V ar(Zi) = aTi
∑

ai, i = 1, 2, ..., p,

Cov(Zi, Zj) = aTi
∑

aj , i, j = 1, 2, ..., p, i 6= j.

(A1)

The maximum variances of Z1 is hoped to obtain, namely a1 is the solution of constrained optimization problem,

max aT
∑

a and s.t. aT a = 1.



Chensi WU, et al. Sci China Inf Sci 5

Table A1 normalization range

Variable Obtained range Required range Variable Obtained range Required range

CompAv [0.39, 1.17] [0.00, 1.00] CompA [-0.59, 0.51] [0.00, 1.00]

CompAc [-0.24, 0.56] [0.00, 1.00]

CompAu [0.42, 0.91] [0.00, 1.00] Impact [5.1, 10.4] [0.0, 10.0]

CompC [-0.14, 1.07] [0.00, 1.00] Exploitability [0.0, 9.98] [0.0, 10.0]

CompI [-0.40, 0.57] [0.00, 1.00] Risk score [0.8, 11.4] [0.0, 10.0]

Figure A8 mapping CVSS risk scores with the order of PCA.

Therefore, a1 is the feature vector (λ1) of the largest eigenvalue of
∑

. At this point, called Z1 = aT1
∑
a2 = 0. Since

a1 is the eigenvector of λ1, a2 should be orthogonal to a1. Similar to above deduction, a1 is the feature vector (λ2) of the

second largest eigenvalue of
∑

. Z2 = aT2 X is called the second principal components. For covariance matrix
∑

, normally,

there is an orthogonal matrix Q. If we transform Q into a diagonal matrix, column i of Q will correspond to ai and Zi. In

the implementation process of CVSS PCA, PCA is used to calculate new metrics, which are {CompAv, CompAc, CompAu,

CompC, CompI, CompA}. Each new metric is a linear combination of the initial metrics of CVSS. Formulas are shown in

(A2)-(A7).

CompAv = Z4 = 0.774Av + 0.597Ac− 0.148Au+ 0.111A, (A2)

CompAc = Z2 = −0.53Av + 0.763Ac+ 0.32Au− 0.185I, (A3)

CompAu = Z3 = 0.313Av − 0.169Ac+ 0.934Au, (A4)

CompC = Z1 = −0.144Av + 0.583C + 0.576I + 0.552A, (A5)

CompI = Z6 = 0.15Ac− 0.69C + 0.708I, (A6)

CompA = Z5 = −0.107Ac− 0.416C − 0.363I + 0.826A. (A7)

Appendix A.3.2 Normalization of variables

For all the 40007 vulnerabilities, the obtained values of each variable are in a range, for example, CompAv is in [0.39, 1.17].

However, when a variable is used to input a function, the value range of this variable should be in the required range, for

instance, the required range of CompAv is in [0.00, 1.00]. For other variables, see Table A1.

Appendix A.3.3 Mapping of risk scores

According to the order of PCA risk scores obtained in step 5, CVSS risk scores are mapped, and the vulnerabilities which

are marked by same CVSS risk score can be marked by different risk scores. See in Fig.A8, the CVSS risk scores of the

five vulnerabilities are 4.0, and the risk scores obtained by PCA are 3.2, 3.4, 5.6, 6.2, 6.3, respectively. Then we map the

CVSS risk scores according to the order of PCA risk scores, and score interval is 0.02, so the results are 3.96, 3.98, 4.02,

4.04, 4.06. Note that the interval should be adjusted according to actual conditions.

Appendix A.4 Dispersion analysis based on experiment

In this section, CVSS PCA is implemented and compared with CVSS 2.0 and VRSS 2.0 [16]. We compare not only the

dispersion among three models, but also “the probability of metric values” and “the number of metric values”. It should

be pointed out that “the correlations between metrics” do not be expounded, because the metrics transformed by PCA are

less than all the other metric combinations in terms of correlation [18]. Note that:

• (For dispersion) Obtain all the vulnerabilities published on NVD, 70033 totally. Select the vulnerabilities which have

been classified by CWE and assessed by CVSS 2.0. In fact, CVSS PCA can be applied to all the vulnerabilities assessed

by CVSS, but VRSS 2.0 only can be applied to the vulnerabilities classified by CWE. VRSS 2.0 is expected to make

comparisons. only classified vulnerabilities are used, 40007 vulnerabilities totally.
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Figure A9 the distribution of risk scores of CVSS PCA.

Figure A10 the number of risk scores.

• (For objectivity) Holm [2] assessed 3000 vulnerabilities published on NVD manually. Because the closer to the scores

manually marked, the better objective, we regard these risk scores as objective assessment. Using VRSS to make a contrast,

only 1882 classified vulnerabilities are marked manually.

Data shows that the dispersion of CVSS PCA and VRSS 2.0 is better than CVSS 2.0. Considering application range,

CVSS PCA is better than VRSS 2.0.

Appendix A.4.1 The distribution of CVSS PCA

Fig.A9 shows the distribution of risk scores of CVSS PCA. Broadly, the distribution of CVSS PCA risk scores is closer

to the distribution of manual mark (see Fig.A2) than CVSS (see Fig.A1). The range of risk score is [0.0, 10.0], logically

speaking, there are 101 risk values total. However, see Fig.A10 (a), the theoretical max number of risk scores of CVSS

2.0 is 76, VRSS 2.0 is 89, and CVSS PCA is 91. In practice, within the set of 40007 vulnerabilities, the number of risk

scores of CVSS 2.0 is 68, VRSS 2.0 is 81, and CVSS PCA is 83, see Fig.A10 (b). With the increasing number of risk scores,

the average number of vulnerabilities marked by same risk score is decreasing. So the dispersion of CVSS PCA is better

than CVSS. Although the difference of dispersion between CVSS PCA and VRSS is not very apparent, CVSS PCA on the

objectivity and the performance is more excellent than that of VRSS. Meanwhile, the method of calculation of CVSS PCA

is simple and CVSS PCA easies to do subsequent analysis using machine learning. VRSS needs to know the CWE category,

which limits the application of VRSS.

Appendix A.4.2 The probabilities of each metric value

Fig.A11 shows the probabilities of each value of CompI, a CVSS PCA metric. It can be seen from Fig.A3 that CompI

has many values, and the difference of values between each other is smaller than CVSS metric I. The rest five CVSS PCA

metrics are in the similar situation.

Appendix A.4.3 The total number of metric values

Since the range of each metric value is [0.000, 1.000], the number of metric values can reach 1001. As shown in Fig.A12,

actually, CVSS and VRSS are 12 (see Fig.A4. 0, 0.275, 0.35, 0.395, 0.45, 0.56, 0.61, 0.646, 0.66, 0.704, 0.71, and 1),

CVSS PCA is 301. Fig.A13 shows the distribution of CVSS PCA metric values. The number of metric values of CVSS PCA

is more than CVSS and VRSS.
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Figure A11 the probabilities of each value of CVSS PCA metric CompI.

Figure A12 the number of all metric values.

Figure A13 the distribution of CVSS PCA metric values.

Appendix A.5 Objectivity analysis based on experiment

Based on 3000 vulnerabilities marked manually, which we regard as objective assessment, we use 1882 vulnerabilities of

manual mark of VRSS as contrast data. Fig.A14 shows the distribution of the difference with risk scores manually marked.

When the differences from risk scores manually marked are less than 2, there are 1383 vulnerabilities in CVSS PCA, 1339 in

CVSS, and 1112 in VRSS. Consequently, there is no obvious difference on objectivity among CVSS, VRSS, and CVSS PCA.

In order to further verify the objectivity, the variances of the difference in manual risk scores are calculated, see Fig.A15.

The X axis is the interval or the amplitude of translation. The definition of interval is as shown in Fig.A8. When the interval

is 0.9, the variance of the difference between CVSS PCA and manual noted scores reaches the minimum. In order to verify

that the decline of variance is mainly contributed by the change of interval, instead of translating, we translate CVSS risk

scores. See Fig.A15, when the translation is 0.7, namely each CVSS risk score minus 0.7, the variance of the difference is

minimized. But it is still bigger than the variance between CVSS PCA risk scores and manual scores. For verifying the

importance of mapping order, CVSS scores are mapped with a reversed PCA order, see Fig.A16 contrasting Fig.A8. The

variance of the difference is increasing with the increase of interval, and all the variances are bigger than CVSS PCA. Based

on the above discussion, we can draw the conclusion that CVSS PCA risk scores (mapping CVSS according to the order of

PCA risk scores) are most close to scores manually marked.
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