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Dear editor,
In many industrial applications, the systems un-
der study are often subject to parametric uncer-
tainties. These uncertainties, which may arise
from aging, hardware damages and environmen-
tal conditions, can degrade the system’s per-
formance [1]. To overcome these uncertainties,
the problem of parameter estimation has been
of considerable interest. Classical parameter es-
timation methods were reported, including least
square and recursive least square, gradient descent
method, projection method, and improvements
such as e-modification, σ-modification, deadzone-
modification, Kalman filter-based modification.

In most of the existing parameter estimation
methods, the convergence rate is not always well
characterized. To this end, finite time (FT) pa-
rameter estimation scheme was proposed and then
developed by many researchers [2,3]. Furthermore,
parameter constraints arise in many fields such as
computer vision, blending operations and chemical
engineering processes. To this end, prescribed per-
formance function (PPF)-based error construction
method for parameter estimation was proposed [4].

From the existing literature, it is noted that the
persistence of excitation (PE) condition is a lim-
itation of the existing FT parameter estimation

methods. We propose two robust adaptive param-
eter estimation methods for a class of linearly pa-
rameterized nonlinear systems with the attempt
to relax the PE condition and guarantee the pre-
scribed performance. And then it is further de-
veloped by sliding mode technique, which obtains
the FT convergence. The main advantage of the
proposed methods is that the PE condition is re-
placed with a less restrictive rank condition via
concurrent learning technique. This condition is
only a restriction on the recorded data. Particu-
larly it applies only to data that has been specif-
ically selected and recorded, rather than the cur-
rent data and even the future behavior of the ref-
erence/command. Consequently, it is conducive to
online monitoring. Furthermore, the design of the
external dither signal and the corresponding re-
move mechanism design are both avoided. There-
fore, the proposed parameter estimation is more
convenient for practical implementation.

Methodology. Consider a linearly parameterized
nonlinear system [2, 3]

ẋ(t) = f(x(t),u(t), t) + g(x(t),u(t), t)θ, (1)

where x(t) ∈ R
n is the system state, u(t) ∈ R

m is
the control input, f(·) ∈ R

n and g(·) ∈ R
n×p are

both known continuous vector/matrix functions.
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θ ∈ R
p is the vector of unknown constant param-

eters to be estimated.
To implement the design procedure, a series of

filtered variables are introduced firstly as follows:











kẋf(t) + xf (t) = x(t), xf(0) = 0,

kḟf (t) + ff (t) = f(t), ff (0) = 0,

kġf (t) + gf (t) = g(t), gf (0) = 0,

(2)

where k > 0 is the filter parameter to be designed.
Then the following relationship can be obtained:

ẋf (t) =
x(t)− xf (t)

k
= ff (t) + gf (t)θ. (3)

The auxiliary filtered and integrated regression
matrix Gcl(t) ∈ R

p×p and vector Fcl(t) ∈ R
p are

defined as follows:









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
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
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








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



































Ġcl(t) = −lGcl(t) + gT
f (t)gf (t) +Gs,

Ḟcl(t) = −lFcl(t) + gT
f (t)Ft + Fs,

Gs =

q
∑

i=1

gT
f (ti)gf (ti),

Ft =

[

x(r) − xf(r)

k
− ff (r)

]

,

Fs =

q
∑

i=1

gT
f (ti)

[

x(ti)− xf (ti)

k
− ff (ti)

]

,

Gcl(0) = 0, Fcl(0) = 0,

(4)

where l > 0 is a design freedom. Eq. (4) implies


















Gcl(t) =

∫ t

0

e−l(t−r)
[

gT
f (r)gf (r) +Gs

]

dr,

Fcl(t) =

∫ t

0

e−l(t−r)
{

gT
f (r)Ft + Fs

}

dr,

(5)

where Gcl(t) and Fcl(t) is the concurrent learning
formulation of the regression matrix and vector.
gf (ti), x(ti), xf (ti) and ff (ti) are the recorded
data points at time ti, respectively.
Condition 1. There exists an array which has as
many linearly independent elements as the dimen-
sion of g(x(t),u(t), t). That is, if H = [gT

1 , g
T
2 ,

. . . , gT
q ], q is the maximum number of the recorded

data points, then rank(H) = p.

Lemma 1. The matrix Gcl defined in (5) is pos-
itive definite and invertible (i.e., λmin(Gcl) = σ >
0). And σ > 0 is guaranteed if Condition 1 is met
by the data recording algorithm in [5].

The parameter estimation error information is
constructed according to (3) and (5):

E(t) = Gcl(t)θ̂ − Fcl(t) = −Gcl(t)θ̃, (6)

where θ̃(t) = θ − θ̂(t) is the estimation error.

With the attempt to guarantee the transient
and steady performance of the parameter estima-
tion error, a PPF in [6] is introduced as follows:

µ(t) = (µ0 − µ∞)e−αt + µ∞, (7)

where µ0 > µ∞ > 0, α > 0 are design parame-
ters, µ(t) : R+ → R

+ is a positive monotonously
decreasing function with limt→∞ µ(t) = µ∞ > 0,
µ∞ is the allowable steady-state error.

To obtain the prescribed performance, the fol-
lowing relationship is to be guaranteed:

− Liµ(t) < θ̃i(t) < Uiµ(t), i = 1, . . . , p, (8)

where Li and Ui are design parameters.
The main idea of the PPF-based parameter es-

timation is to transform the parameter estimation
error into a certainly equivalence formulation such
that the following strictly monotonically increas-
ing function T (si) of the transformed error si ∈ R,
i = 1, . . . , p satisfies
{

− Li < T (si) < Ui, ∀si ∈ L∞,

lim
si→−∞

T (si) = −Li, lim
si→+∞

T (si) = Ui.
(9)

According to (9), constraint (8) equals to

θ̃i(t) = µ(t)T (si), i = 1, . . . , p. (10)

Because T (si) is strictly monotonically increas-
ing and µ(t) > µ∞ > 0 holds, the inverse function
of T (si) is obtained:

si = T−1

[

θ̃i(t)

µ(t)

]

. (11)

To show the basic idea of the proposed scheme,
the function satisfying (9) is introduced:

T (si) =
Uie

si − Lie
−si

esi + e−si
, i = 1, . . . , p. (12)

Then

si = T−1

[

θ̃i(t)

µ(t)

]

=
1

2
ln

ρi(t) + Li

Ui − ρi(t)
, (13)

where ρi(t) = θ̃i(t)/µ(t), ρ = [ρ1, . . . , ρp]
T ∈ R

p.
Thus it is deduced that

S=T−1

[

θ̃(t)

µ(t)

]

=

[

1

2
ln

ρ1(t) + L1

U1 − ρ1(t)
, . . . ,

1

2
ln

ρp(t) + Lp

Up − ρp(t)

]T

. (14)

Taking the time derivative of the transformed
error (14) yields

Ṡ =
∂S

∂ρ
ρ̇ = Φ

(

˙̃
θ − θ̃µ̇

/

µ
)

, (15)
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where Φ = diag(ϕi) ∈ R
p×p with

ϕi =
1

2µ

[

1

ρi + Li

−
1

ρi − Ui

]

, i = 1, . . . , p, (16)

and then 0 < ϕi 6 ϕmax = Li+Ui

µ∞LiUi

.
Based on the deduce above, we design concur-

rent learning PPF parameter estimation as follows:

˙̂
θ = Γ1Φ

−1S −G−1
cl Eµ̇

/

µ, (17)

where Γ1 = Γ
T
1 > 0 is the learning rate matrix to

be designed.
With the attempt to improve the FT conver-

gence property of (17), it is modified as follows:

˙̂
θ =

Γ2Φ
−1S

‖S‖
−G−1

cl Eµ̇
/

µ, (18)

where Γ2 = Γ
T
2 > 0 is the learning rate matrix to

be designed, and ‖ · ‖ denotes the Eulerian norm
of the corresponding vector/matrix.

To give out a full description of the proposed
methods, a detailed block diagram is given in Fig-
ure A1.
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Figure 1 (Color online) (a) The time history of parame-
ter estimation error; (b) the time history of excitation level.

Results and discussion. To validate the ef-
fectiveness of the proposed parameter estimation
methods, the model in [2] is used. Apply the singu-
lar value maximizing data recording algorithm [5]
during concurrent learning, the criteria value is set
as 0.001 and the maximum number of the recorded
data is 8. And the corresponding design parame-
ters of PPF are set to be µ0 = 5, µ∞ = 0.0001,
α = 0.6, Li = 1.2, and Ui = 1.2. Then, the simu-
lation results are achieved and shown in Figure 1.

Furthermore, the estimation result is shown in Fig-
ure A2 for details.

Note that ‘True’ denotes the true value of the
parameter vector to be estimated. ‘Adaptive’,
‘PPF’, ‘PPFCL’, and ‘PPFFTCL’ denote the sim-
ulation results for the parameter estimation laws
in [3, 4], (17) and (18), respectively. The param-
eter estimation errors of PPF-based methods are
constrained in the time-diminishing bounds while
that of ‘Adaptive’ is not. Note that the proposed
methods gain better convergence compared with
the existing literature because of the excitation
level improvements brought by concurrent learn-
ing. Furthermore, the FT convergence property
makes PPFFTCL the fastest one.

Conclusion. This study presents two parame-
ter estimation methods for a class of linearly pa-
rameterized nonlinear systems suffering from pa-
rameter uncertainty and bounded external distur-
bance. The main features of the proposed methods
including: a relaxed PE condition, prescribed per-
formance and finite time convergence.
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