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Abstract In this paper, we consider robust stability analysis of a networked system with uncertain com-

munication delays. Each of its subsystems can have different dynamics, and interconnections among its

subsystems are arbitrary. It is assumed that there exists an uncertain but constant delay in each com-

munication channel. Using the so called integral quadratic constraint (IQC) technique, a sufficient robust

stability condition is derived utilizing a sparseness assumption of the interconnections, and a set of decou-

pled robustness conditions are further derived which depend only on parameters of each subsystem, the

subsystem connection matrix (SCM) and the selected IQC multipliers. These characteristics result in an

evident improvement of computational efficiency for robustness verification of the networked system with

delay uncertainties, which is illustrated by some numerical results.
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1 Introduction

Over the past decades, considerable research interests have been devoted to the stability analysis and

controller design of large scale networked systems (LSNS) [1–4]. In LSNS, the subsystems interact over

a communication network, so that the entire system exhibits complex dynamical behaviors. Owning to

the distributed nature of LSNS, the information exchanged by these subsystems may be delayed during

transmission. The presence of these network-induced delays can lead to performance deterioration and

even destabilization of the system. The robust stability issue of LSNS with communication delays are,

therefore, of theoretical and practical importance.

One of the challenging problems for robust stability analysis is that computational burden grows rapidly

with the state dimension of the system. This is especially true for LSNS that inherently have a large

system scale. On the other hand, it has also been noticed that some characteristics of the interconnection

structure of LSNS can be potentially utilized to reduce the computational cost [5, 6]. The objective of

this paper is to develop more computationally efficient conditions for robust stability analysis of LSNS

with communication delays.

As for robust stability of time-delayed systems, integral quadratic constraints (IQCs) provide a unified

framework for robustness analysis by characterizing the input-output behaviors of different types of

*Corresponding author (email: wangzk14@mails.tsinghua.edu.cn)

http://crossmark.crossref.org/dialog/?doi=10.1007/s11432-017-9318-2&domain=pdf&date_stamp=2018-11-22
https://doi.org/10.1007/s11432-017-9318-2
info.scichina.com
link.springer.com
https://doi.org/10.1007/s11432-017-9318-2
https://doi.org/10.1007/s11432-017-9318-2


Wang Z K, et al. Sci China Inf Sci December 2018 Vol. 61 122201:2

nonlinearities and uncertainties in a quadratic form (see [7–12]). In these literatures, a library of IQC

multipliers have been presented for linear time invariant (LTI) systems with constant and time-varying

delays. In contrast to the Lyapunov-Krasovskii approach [13,14], the IQC-based approach depends only

on the choice of IQCs describing the uncertainties, which can be easily extended to deal with the LSNS

with combination of various uncertainties.

A major difficulty to analyze the robustness of an uncertain LSNS is the treatment of the interconnec-

tions among the subsystems in an efficient way. Spatially invariant NS were studied in [1,3], which derived

some computationally attractive sufficient conditions through a spatial Laplace transformation. Ref. [15]

considered an NS with cyclic interconnections, and presented an exact IQC-based delay-dependent sta-

bility condition. Identical subsystems connected over a graph with diagonalizable pattern matrix were

considered in [16]. Heterogeneous subsystems connected over arbitrary undirected graphs were investi-

gated in [2, 4], which applied dissipativity theory to LSNS and used a family of coupled IQC multipliers

to model the interconnections. Sparsity in the interconnection was explicitly considered in [5, 6]. Espe-

cially in [6], a necessary and sufficient condition was derived for the stability of an NS with arbitrary

interconnection structures, and some decoupled sufficient stability conditions were derived by utilizing

the structural properties of the interconnections.

In this paper, we reinvestigate robust stability of the NS adopted in [6] under the IQC framework.

We further assume that the interactions among the subsystems of the NS are arbitrary but with an

uncertain constant delay in each communication channel. By separating the delay operators from the

interconnections, we describe the uncertain NS as a linear fractional transformation (LFT) model.

In order to reduce the computational burden of performing robust stability verification, we first utilize

the sparse structure reflected by the subsystem connection matrix (SCM). Inspired by [5], we employ

a special IQC multiplier to represent the interconnections among the subsystems. Using this IQC in

combination with a set of IQCs for the delay-difference operators, we derive a sufficient robustness

condition for the uncertain NS, which allow us to apply effective sparse solvers to solve the robustness

problem.

Next, we focus on exploiting some structural properties of the interconnections. Based on a general

assumption on the SCM Φ and Theorem 2 in [6], we propose some decoupled LMIs as the sufficient

robust stability conditions using IQC analysis, which depend only on parameters of each subsystem, the

SCM Φ and the selected IQC multipliers for the delays. Hence, they can be verified for every individual

subsystem independently, which is an attractive property for the robustness analysis of LSNS.

Refs. [17,18] also introduced separate LFT channels for delay operators and the interconnections, and

arrived at decoupled conditions for the robustness analysis of an NS with delay uncertainties. Unlike

these studies, which considered the interconnections as uncertainties and conservatively characterized

them with block-diagonal multipliers, in this paper, we concentrate on exploiting the actual structure of

the interconnections.

The rest of this paper is organized as follows. The IQC stability theory is reviewed in Section 2.

Section 3 gives a description of the adopted LSNS and the problem formulation. Section 4 develops some

robust stability conditions of the NS with uncertain communication delays. Some numerical results are

reported in Section 5. Section 6 concludes this paper. The material in this paper was partially presented

in [19].

Notation. Symbol Z+ is used to denote the set of nonnegative integers. ℓn2 denotes the set of n

dimensional square summable signals. Notation Rlm×n
∞ is used to denote the space of proper rational

transfer matrix with no poles on the unit circle, whileRhm×n
∞ represents the subspace ofRlm×n

∞ consisting

of functions with no poles outside the open unit disk. The transpose and conjugate transpose of a matrix

X is denoted by XT and X∗, respectively. The n × n identity and the m × n zero matrix are denoted

by In and 0m×n, respectively, or just I and 0 if dimension is clear from context. 0m denotes the m

dimensional zero column vector. Fu (∗,#) stands for upper LFT. diag{Xi|
L
i=1} denotes a block diagonal

matrix, while col{Xi|
L
i=1} the vector/matrix stacked by Xi|

L
i=1. The Kronecker product is denoted by ⊗.

Let Dτ denote the time delay operator: (Dτv)(t) = v(t− τ), τ ∈ Z+, where τ specifies the delay, and Sτ

be the “delay-difference” operator (Dτ − I); i.e., Sτ (v) := v(t− τ)− v(t).
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2 Preliminaries

IQCs is a powerful tool in robust stability analysis of uncertain systems [7, 8, 15]. They are extensively

applied to characterize the uncertainty in the system. More precisely, let ∆ denote a bounded and causal

operator. Two signals w ∈ ℓm2 and d ∈ ℓn2 related by d = ∆(w) satisfy the IQC defined by Π if

∫
π

−π

[
ŵ
(
ejω
)

d̂
(
ejω
)
]∗

Π
(
ejω
)
[
ŵ
(
ejω
)

d̂
(
ejω
)
]
dω > 0, (1)

where ŵ and d̂ are Fourier transforms of w and d, respectively. Π is a bounded LTI self-adjoint operator

on ℓ2 space, while Π
(
ejω
)
is its frequency response function. The time-domain form of (1) is

σΠ (w, d) =

〈[
w

d

]
,Π

[
w

d

]〉

=

∞∑

t=0

[
w(t)

d(t)

]T(
Π

[
w

d

])
(t) > 0. (2)

The operator Π is referred to as the multiplier of the quadratic form σΠ(w, d). Next, we give the following

lemma to describe the IQC framework for analyzing robust stability of discrete uncertain systems, which

is the discrete-time version of the IQC stability theorem in [8].

Lemma 1. Assume that a discrete uncertain system, w = Gd, d = ∆(w), where G is a linear time-

invariant transfer function matrix. ∆ is a bounded and causal operator representing the uncertainty in

the system. Then, this uncertain system is robustly stable, if

(i) For every ρ ∈ [0, 1], the interconnection of G and ρ∆ is well-posed;

(ii) For every ρ ∈ [0, 1], the IQC defined by Π is satisfied by ρ∆;

(iii) There exists ǫ > 0 such that

[
G(ejω)

I

]∗
Π(ejω)

[
G(ejω)

I

]
6 −ǫI, ∀|ω| 6 π. (3)

Condition (iii) is a frequency dependent, infinite dimensional LMI. If the operator ∆ satisfies a set of

IQCs defined by Πk, k = 1, 2, . . . , n, then ∆ also satisfies the IQC defined by Π =
∑n

k=1 λkΠk. In this

case, robust stability analysis via IQC approach becomes a search for a suitable operator Π that satisfies

the LMI in (iii). When Π ∈ Rl(m+n)×(m+n)
∞ , this can be handled by converting the condition (iii) to a

frequency independent finite dimensional LMI using the Kalma-Yakubovich-Popov (KYP) lemma [20,21].

3 Problem formulation

Consider a networked system Σ consisting of N linear time invariant dynamic subsystems. Each subsys-

tem Σi is described by the following discrete state-space equation:



x (t+ 1, i)

z (t, i)

y (t, i)


 =




Axx (i) Axv (i) Bx (i)

Azx (i) Azv (i) Bz (i)

Cx (i) Cv (i) Du (i)







x (t, i)

v (t, i)

u (t, i)


, (4)

in which i = 1, 2, . . . , N . t and i stand for the temporal variable and the index number of a subsystem,

respectively. x(t, i) is the state vector of the i-th subsystem Σi at time t. z(t, i)/v(t, i) is the output/input

vector of the Σi to/from other subsystems, which is also called internal output/input vector throughout

this paper. On the contrary, y(t, i)/u(t, i) is called external output/input vector of the Σi.

Assume that the dimensions of the vectors x(t, i), v(t, i), u(t, i), z(t, i) and y(t, i) to be mxi, mvi, mui,

mzi and myi, respectively. Define z(t, j) and v(t, i) as the partitioned vectors z(t, j) := col
{
zq(t, j)|

mzj

q=1

}
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and v(t, i) := col
{
vp(t, i)|

mvi

p=1

}
, respectively. For each distinct pair of subsystems, indexed by i and j,

the constraint of each interconnection can be expressed as

vp (t, i) =
(
Dτi,pzq

)
(t, j) , ∀i 6= j, 1 6 i, j 6 N, (5)

in which Dτi,p is the delay operator that is defined by vp(t, i) = zq(t− τi,p, j), where the delay duration

τi,p is constant but uncertain. The upper bound of τi,p is denoted by Ti,p ∈ Z+ such that τi,p ∈ [0, Ti,p].

Thus, the subsystems are connected through

v (t) = (DτΦz) (t) . (6)

Here, z(t)=col
{
z(t, i)|Ni=1

}
and v(t)=col

{
v(t, i)|Ni=1

}
. In addition, Dτ is the delay operator generated

via Dτi,p .

Dτ = diag
{
diag

{
Dτi,p |

mvi

p=1

}
|Ni=1

}
. (7)

It is assumed that every row of the SCM Φ has only one non-zero element which is equal to one. That

means every single internal input channel of a subsystem is only affected by one internal output channel

of another subsystem, and one internal output channel of a subsystem can affect several input channels

of other subsystems. As argued in [22, 23], this assumption does not introduce any restrictions on the

structure of the whole system.

Introduce the vector v(t) and let v(t) = Φz(t). we have that v(t) = (Dτv)(t). For the subsystem Σi,

the internal input vector v(t, i) can be expressed by v(t, i) = (Dτiv)(t, i), where Dτi = diag
{
Dτi,p |

mvi

p=1

}
.

Based on these relations and (4), the state-space description of subsystem Σi and the interconnections

among the subsystems can be rewritten as




x (t+ 1, i)

z (t, i)

y (t, i)


 =




Axx (i) Axv (i) Bx (i)

Azx (i) Azv (i) Bz (i)

Cx (i) Cv (i) Du (i)







x (t, i)

(Dτiv) (t, i)

u (t, i)


, (8)

v (t) = Φz (t) . (9)

By doing this, the delay operators are removed from the interconnections into the relevant subsystems

as the delay effects on the internal inputs. In next section, we present some robust stability conditions

of system Σ with time delay uncertainties under the IQC framework.

4 IQC based robustness analysis with uncertain communication delays

To facilitate the robustness analysis, a model transformation is performed on the original model in order

to separate the delay uncertainties from the nominal LTI subsystems. Specifically, we introduce two

vectors w(t, i) and d(t, i). Let w(t, i) = v(t, i) and d(t, i) = (Dτiv)(t, i) − v(t, i). From (8), we have the

augmented model of the subsystem Σi described in the following LFT form:




x (t+ 1, i)

w (t, i)

z (t, i)

y (t, i)



=




Axx (i) Axv (i) Axv (i) Bx (i)

0 0 I 0

Azx (i) Azv (i) Azv (i) Bz (i)

Cx (i) Cv (i) Cv (i) Du (i)







x (t, i)

d (t, i)

v (t, i)

u (t, i)



, (10)

d (t, i) = (Sτiw) (t, i) , (11)

in which Sτi is a diagonal delay-difference operator, and it is obvious that Sτi = diag
{
Sτi,p |

mvi

p=1

}
. This

results in an LFT formulation of each subsystem with a delay-difference uncertain block, which is widely

utilized in robust control theory (see [24]). Figure 1 shows the transformed LFT model structure of

system Σ.
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Figure 1 Transformed LFT model structure of system Σ.

By assuming that u(t, i) = 0, i = 1, 2, . . . , N in (10), we further describe the system Σ in the following

form:
w = Gwdd+Gwvv,

z = Gzdd+Gzvv,

d = Sτ (w) ,

v = Φz,

(12)

where Sτ = diag
{
Sτi |

N
i=1

}
, G∗# = diag{G∗#(i)|

N
i=1} with ∗=w, z and #=d, v. Define the dimensions

of the vectors w, d, v and z as Mw, Md, Mv and Mz, respectively, in which Mw = Md = Mv =
∑N

i=1 mvi

and Mz =
∑N

i=1 mzi.

In this study, the input-output behavior of the delay-difference operator is characterized by multiple

IQC multipliers under the LFT representation (10) and (11) of each subsystem, and the IQC stability

theorem can be employed to verify the robustness of system Σ with delay uncertainties.

Assume the delay-difference operator Sτi,p satisfies the IQC defined by Πi,p, which can be partitioned

as

Πi,p =

[
Πi,p

11 Πi,p
12

Πi,p∗
12 Πi,p

22

]
. (13)

Then, the diagonal delay-difference operators Sτi and Sτ satisfy the IQCs defined by

Πi =

[
Πi

11 Πi
12

Πi∗
12 Πi

22

]
(14)

and

Π̂ =

[
Π̂11 Π̂12

Π̂∗
12 Π̂22

]
, (15)

in which the (r, c) blocks of Πi and Π̂ are denoted by Πi
rc =diag

{
Πi,p

rc |
mvi

p=1

}
and Π̂rc =diag

{
Πi

rc|
N
i=1

}
,

respectively.

Suppose that Πi has a proper rational transfer matrix representation Ψ(ζ)TMΨ(ζ), in which Ψ ∈

RhnΨ×(mvi+mvi)
∞ . Moreover, ζ denotes the variable of Z-transformation, M is a self-adjoint real symmet-

ric matrix. Let Ψ(ζ) have the following state-space realization:

xΨ(t+ 1) = AΨxΨ(t) +BΨ,ww(t) +BΨ,dd(t),

zΨ(t) = CΨxΨ(t) +DΨ,ww(t) +DΨ,dd(t)
(16)
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with zero initial conditions. Thus, w and d satisfy the IQC defined by Πi = Ψ(ζ)TMΨ(ζ) if and only if

the signal zΨ = Ψ [wd ] satisfies the following time domain quadratic constraint:

∞∑

t=0

zΨ(t)
TMzΨ(t) > 0. (17)

The classical approach to robust stability analysis of system Σ with uncertainties is to eliminate

the SCM constraint in (9) so as to describe the overall networked system as a lumped one. Define

A∗# = diag{A∗#(i)|
N
i=1} with ∗, #=x, v, z. From (10) and (12), we obtain

[
x (t+ 1)

w (t)

]
=

[
Âxx Âxd

Âwx Âwd

][
x (t)

d (t)

]
,

d(t) = (Sτw) (t),

(18)

in which Âxx = Axx + Axv(I − ΦAzv)
−1ΦAzx, Âxd = Axv + Axv(I − ΦAzv)

−1ΦAzv, Âwx = (I −

ΦAzv)
−1ΦAzx and Âwd = (I − ΦAzv)

−1ΦAzv.

We define (18) in the input-output form w = Ĝd, d = Sτw where Ĝ = Gwd+Gwv(I −ΦGzv)
−1ΦGzd is

the transfer function matrix of the nominal system. Assume that the interconnection (Ĝ,Sτ ) is well-posed.

Furthermore, if Theorem 1 in [6] is satisfied, Ĝ is internally stable.

According to the condition (iii) of Lemma 1, the NS with constant delay uncertainties is robustly stable

if there exist ǫ > 0, a set of IQC multipliers Π̂k and scalars γk > 0, k = 1, 2, . . . , n, such that

n∑

k=1

γk

[
Ĝ(ejω)

I

]∗
Π̂k(e

jω)

[
Ĝ(ejω)

I

]
6 −ǫI, ∀|ω| 6 π. (19)

As argued in Section 2, the frequency dependent, infinite dimensional LMI (19) can be equivalently

converted to a finite dimensional LMI using the KYP lemma.

Remark 1. Notice that the matrices Â∗# with ∗, #=x, v, z in (18) are usually dense even if the SCM

Φ is assumed to be sparse. It can be expected that the finite dimensional LMI converted from (19) is

also dense. This implies that computational complexity for verifying the robustness condition based on

the lumped formulation will grow prohibitively with the increment of system size.

It is obvious that it will meet considerably computational difficulties to solve the lumped formulation

of the robustness problem when the NS has a large scale. However, the NS usually has a sparse structure

reflected by the SCM Φ, which means each subsystem is only connected to a small number of neighbors.

This structural property makes it possible to develop a sparse LMI to reduce the computational effort

in some degree. According to the idea introduced by [5, 25], we define the following IQC multiplier to

characterize the interconnections among the subsystems

ΠΦ =

[
−ΦTXΦ ΦTX

XΦ −X

]
, (20)

where X = xI > 0. Using this interconnection constraint in combination with a set of IQCs for the delay

uncertainties, the following sufficient condition is derived for the robustness verification of system Σ.

Theorem 1. Consider the system Σ. If for a given delay margin vector Tu = col{Tui
|Ni=1}, in which

Tui
= col{Tui,p

|mvi

p=1}, Tui,p
∈ Z+, there exist scalars λk > 0, k = 1, 2, . . . , n, X = xI > 0 and P > 0 such

that LMI (22) is satisfied with

A = diag

{[
diag{AΨ̂k

|nk=1} 0

0 Axx(i)

] ∣∣∣∣∣

N

i=1

}
,

B =

[
diag

{[
col{BΨ̂k,d

|nk=1}

Axv(i)

] ∣∣∣∣∣

N

i=1

}
diag

{[
col{BΨ̂k,w

|nk=1}

Axv(i)

] ∣∣∣∣∣

N

i=1

}]
,
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Ck =



diag
{[

CΨ̂k
0mvi×mxi

]}∣∣∣
N

i=1

0



 , Dk =

[
IN ⊗DΨ̂k,d

IMv

IMd
0

]
,

CΦ =


diag

{[
0mzi×MΨ̂ Azx(i)

] ∣∣∣
N

i=1

}

0


 , DΦ =

[
diag

{
Azv(i)|

N
i=1

}
diag

{
Azv(i)|

N
i=1

}

0 IMv

]
. (21)

[
ATPA− P ATPB

BTPA BTPB

]
+

n∑

k=1

λk

[
CT

k

DT
k

]
M̂k (Tu)

[
Ck Dk

]
+

[
CΦ

T

DΦ
T

]
ΠΦ(X)

[
CΦ DΦ

]
< 0. (22)

Then, system Σ is robustly stable for all the communication delay τi,p ∈ [0, Tui,p
].

Proof. Consider the system Σ formulated by (12). Suppose that the delay-difference operator Sτi,p

satisfies a collection of IQCs defined by Πi,p for k = 1, 2, . . . , n such that Sτ satisfies the IQCs defined by

Π̂k for k = 1, 2, . . . , n where Π̂k is defined by (15). For each Π̂k, we have

σΠ̂k
(w, d) =

∫
π

−π

[
ŵ
(
ejω
)

d̂
(
ejω
)
]∗

Π̂k

(
ejω
)
[
ŵ
(
ejω
)

d̂
(
ejω
)
]
dω > 0. (23)

In addition, the interconnections are modeled by the IQC defined by (20). According to [25], there

exist scalars λk > 0, k = 1, 2, . . . , n and X = xI > 0 such that the following LMI is feasible if and only if

Eq. (19) is feasible.

n∑

k=1

λk




Gwd Gwv

Gzd Gzv

I 0

0 I




∗


Π̂11,k 0 Π̂12,k 0

0 −ΦTXΦ 0 −ΦTX

Π̂12,k 0 Π̂22,k 0

0 XΦ 0 −X







Gwd Gwv

Gzd Gzv

I 0

0 I



6 −ǫI, (24)

for ǫ > 0 and for all ω ∈ [0,∞]. Because the Ĝ is internally stable, the LMI (24) becomes a sufficient

condition for the robust stability of system Σ with uncertain communication delays.

Suppose that any Π̂k can be factorized as a proper rational TFM representation Π̂k = Ψ̂T
k M̂kΨ̂k. It is

worth mentioning, in order to reduce the conservatism of the IQC descriptions, M̂k in the selected Π̂k is

the function of the given delay margin vector Tu. According to (16), we define a state-space realization

of Ψ̂k as (AΨ̂k
, [BΨ̂k,w

BΨ̂k,d
], CΨ̂k

, [DΨ̂k,w
DΨ̂k,d

]) for k = 1, 2, . . . , n. Define the dimension of the vector

xΨ̂k
(t) to be mΨ̂k

and MΨ̂ =
∑n

k=1 mΨ̂k
. The state-space realization for the TFM Ψ̂k[

Gwd Gwv

I 0 ] for

k = 1, 2, . . . , n is (A,B,Ck, Dk), the parameters of which are defined in (21). Then, the KYP Lemma

can be applied to demonstrate the equivalence of inequalities (22) and (24).

Remark 2. Note that in (21) the matrix A and all sub-blocks of other matrix parameters are block

diagonal, and the SCM Φ is usually sparse. Meanwhile, we can normalize the scalar x such that x = 1, and

then the left hand side of inequality (22) depends linearly on the matrix P and scalars λk, k = 1, 2, . . . , n.

When the IQC multipliers are selected, it is possible to use available efficient solvers for this sparse semi-

definite programming, such as that developed in [26]. It is expected that the computational complexity for

verifying the above condition is usually lower than that of the condition based on the lumped formulation.

Remark 3. Note that the LMI in (24) is equivalent to the LMI in (19), which means that using the

IQC multiplier (20) to model the interconnections does not change the conservativeness of the robustness

analysis. This is because the LMI in (24) cannot be obtained directly by applying Lemma 1 to the

networked uncertain system (12) with Sτ and Φ as uncertainties. In fact, the IQC of the interconnections

does not satisfy the condition (ii) in Lemma 1 because −ΦTXΦ � 0. By Theorem 2 and Corollary 1

in [25], the condition (24) is derived by reformulating (19), which proves the condition (ii) in Lemma 1

is not required for this special case.

When the NS has a very large scale, numerical difficulties may still arise in verifying the condition in

Theorem 1. To overcome these difficulties, we further develop a set of distributed robustness conditions
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for the robustness analysis of the NS with delay uncertainties by investigating the structural properties

of the SCM Φ in the remaining part of this section.

Taking the Z-transformation on both sides of (10), we have that




ζx (ζ, i)

w (ζ, i)

z (ζ, i)

y (ζ, i)



=




Axx (i) Axv (i) Axv (i) Bx (i)

0 0 I 0

Azx (i) Azv (i) Azv (i) Bz (i)

Cx (i) Cv (i) Cv (i) Du (i)







x (ζ, i)

d (ζ, i)

v (ζ, i)

u (ζ, i)



. (25)

From (11) and (25), straightforward algebraic manipulations show that

[
z (ζ, i)

y (ζ, i)

]
=

[
Gzv (ζ, i) Gzu (ζ, i)

Gyv (ζ, i) Gyu (ζ, i)

][
v (ζ, i)

u (ζ, i)

]
, (26)

where
[
Gzv(ζ, i) Gzu(ζ, i)

Gyv(ζ, i) Gyu(ζ, i)

]
=

[
Azv(i) Bz(i)

Cv(i) Du(i)

]
+

[
Azx(i) Azv(i)

Cx(i) Cv(i)

][
ζ−1I

Sτi(ζ)

]

×

(
I −

[
Axx(i) Axv(i)

0 0

][
ζ−1I

Sτi(ζ)

])−1 [
Axv(i) Bx(i)

I 0

]
. (27)

Define G∗# = diag{G∗#(ζ, i)|
N
i=1} with ∗, #=z, y, v, u. Then,

[
z (ζ)

y (ζ)

]
=

[
Gzv(ζ) Gzu(ζ)

Gyv(ζ) Gyu(ζ)

][
v(ζ)

u(ζ)

]
. (28)

Moreover, from (9), we have that v(ζ)=Φz(ζ), which can be substituted into the above equation such

that y(ζ) = [Gyu(ζ) + Gyv(ζ) (I − ΦGzv(ζ))
−1

ΦGzu(ζ)]u(ζ). Then, the stability of system Σ can be

verified by the following lemma that is presented in [6].

Lemma 2. Assume that system Σ is well-posed. Then, system Σ is stable if and only if

|I − ΦGzv (ζ)| 6= 0, ∀ |ζ| > 1. (29)

From Lemma 2, it is obvious that inequality (29) must be verified for each complex number ζ with

|ζ| > 1, which is generally hard to realize through straightforward computations. Meanwhile, the large

dimension of LSNS will make the computations prohibitively costly even when the SCM Φ is usually

sparse. In order to tackle these difficulties, some structural properties of the SCM Φ are investigated.

Define M⋆,i as M⋆,i =
∑i

k=1 m⋆k with M⋆,0 = 0, in which ⋆ = v, z. Let ek denote the Mz dimensional

row vector with its k-th column element being 1 and all other elements being zero. In addition, let

j(i), i = 1, 2, . . . ,Mv denote the position of the non-zero element of the i-th row of the SCM Φ. Then,

from the assumptions on this matrix, we have that Φ= col
{
ej(i)|

Mv

i=1

}
. Let m(i) stand for the number

of subsystems that is directly affected by the i-th element of the vector z(t). Let Σj , j = 1, 2, . . . , N

denote diag{
√
m(i)|

Mz,j

i=Mz,j−1+1}. Note that eTk ek = diag
{
0Tk−1, 1, 0

T
Mz−k

}
. Straightforward algebraic

manipulations show that

ΦTΦ = colT
{
ej(i)|

Mv

i=1

}
col
{
ej(i)|

Mv

i=1

}

= diag
{
m(i)|Mz

i=1

}

= diag
{
Σ2

j |
N
j=1

}
. (30)

Based on the properties of the SCM Φ, the following sufficient stability condition of system Σ is given,

which is proposed in [6].
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Lemma 3. System Σ is stable if ‖ΣiGzv(ζ, i)‖∞ < 1 is satisfied for each subsystem.

Note that Lemma 3 is a decoupled stability condition by using the structural properties of SCM.

Therefore, it can be verified independently for each subsystem and its computational complexity increases

only linearly with the growth of subsystem number N . For an NS, this characteristic is quite attractive

in the system analysis and synthesis. However, it is worth pointing out that there exist uncertain time

delays in the TFM Gzv(ζ, i). Therefore, Lemma 3 cannot be used directly to verify the robustness of

system Σ.

Definition 1. A quadratic functional σP (z, v) is defined as

σP (z, v) =

∞∑

t=0

[
z(t)

v(t)

]T[
ΠP,11 ΠP,12

Π∗
P,12 ΠP,22

][
z(t)

v(t)

]
. (31)

A system has robust performance with respect to σP over a set of uncertainties if the system is well-posed,

internally stable and σP (z, v) < 0 is satisfied.

The following result is obtained for robust stability of system Σ with delay uncertainties.

Theorem 2. Consider the systemΣ. If for a given delay margin vector Tui
= col{Tui,p

|mvi

p=1}, Tui,p
∈ Z+,

there exist scalars λi
k > 0, k = 1, 2, . . . , n and a positive definite matrix P > 0, such that LMI (33) is

satisfied for all i = 1, 2, . . . , N with

Ai =

[
diag{AΨk

|nk=1} 0

0 Axx(i)

]
, Bi

1 =

[
col{BΨk,d|

n
k=1}

Axv(i)

]
, Bi

2 =

[
col{BΨk,w|

n
k=1}

Axv(i)

]
,

Ci
k =

[
CΨk

0mvi×mxi

0 0

]
, Di

k1
=

[
DΨk,d

Imvi

]
, Di

k2
=

[
Imvi

0

]
,

Ci
G =

[
0mzi×MΨ ΣiAzx(i)

0 0

]
, Di

G1
=

[
ΣiAzv(i)

0

]
, Di

G2
=

[
ΣiAzv(i)

Imvi

]
, (32)




AiTPAi − P AiTPBi
1 AiTPBi

2

Bi
1
T
PAi Bi

1
T
PB1 Bi

1
T
PB2

Bi
2
T
PAi Bi

2
T
PB1 Bi

2
T
PB2


+

n∑

k=1

λk




Ci
k

T

Di
k1

T

Di
k2

T


Mk (Tui

)
[
Ci

k Di
k1

Di
k2

]

+




Ci
G

T

Di
G1

T

Di
G2

T




[
I 0

0 −I

][
Ci

G Di
G1

Di
G2

]
< 0. (33)

Then, system Σ is robustly stable for all the communication delay τi,p ∈ [0, Tui,p
].

Proof. Define a TFM G̃(i). Its state-space realization is described as




x(t+ 1, i)

w(t, i)

z(t, i)


 =




Axx(i) Axv(i) Axv(i)

0 0 I

ΣiAzx(i) ΣiAzv(i) ΣiAzv(i)







x(t, i)

d(t, i)

v(t, i)


, (34)

d (t, i) = (Sτiw) (t, i) . (35)

The input-output form of this interconnected system is represented by

[
w(ζ, i)

z(ζ, i)

]
= G̃(i)

[
d(ζ, i)

v(ζ, i)

]
,

d (ζ, i) = Sτiw (ζ, i) .

(36)
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w(i)d(i)

z(i)

G(i)
v(i)

~

ψ
k

z
ψk

S
τi

Figure 2 Stability analysis structure under the IQC framework.

Define an upper LFT with respect to Sτi as Fu(G̃(i),Sτi) with

Fu

(
G̃(i),Sτi

)
= ΣiAzv(i) + Σi

[
Azx(i) Azv(i)

][ζ−1I

Sτi

]

×

(
I −

[
Axx(i) Axv(i)

0 0

][
ζ−1I

Sτi

])−1 [
Axv(i)

I

]
. (37)

From (26) and (37), we have that ΣiGzv(ζ, i) = Fu(G̃(i),Sτi). Then, the inequality ‖ΣiGzv(ζ, i)‖∞ < 1

in Lemma 3 is satisfied if and only if the inequality ‖Fu(G̃(i),Sτi)‖∞ < 1 is satisfied.

Because z = Fu(G̃(i),Sτi)v, ‖Fu(G̃(i),Sτi)‖∞ < 1 means the induced ℓ2 gain from v to z is less than

1 for a given delay vector τi, which corresponds to the following IQC description:

σP (z, v) =

∞∑

t=0

(
|z(t, i)|2 − |v(t, i)|2

)
< 0. (38)

Assume that Sτi satisfies a collection of IQCs defined by Πi
k for k = 1, 2, . . . , n. For each Πi

k =

Ψk(ζ)
TMkΨk(ζ), we have

σΠi
k
(w, d) =

∞∑

t=0

[
w(t)

d(t)

]T(
Πi

k

[
w

d

])
(t) =

∞∑

t=0

zΨk
(t)TMkzΨk

(t) > 0, (39)

where Mk in the selected Πk is the function of the given delay margin vector Tui,p
. This IQC description

essentially replaces the original relation d(i) = Sτi(w(i)), which is shown in Figure 2. Let

H =

{
(z, w, v, d) ∈ ℓmzi+3mvi

2 :

[
w

z

]
= G̃(i)

[
d

v

]}
.

Then, we need σP (z, v) < 0 satisfies for all (z, w, v, d) ∈ H such that σΠi
k
(w, d) > 0, k = 1, 2, . . . , n.

This is clearly the case if there exist scalars λk > 0, k = 1, 2, . . . , n such that σ(z, w, v, d) = σP (z, v) +∑n

k=1 λkσΠi
k
(w, d) < 0. Then, the condition (iii) of Lemma 1 is satisfied if for k = 1, 2, . . . , n such that




G̃wd(i) G̃wv(i)

G̃zd(i) G̃zv(i)

I 0

0 I




∗


Πi
11,k 0 Πi

12,k 0

0 I 0 0

Πi∗
12,k 0 Πi

22,k 0

0 0 0 −I







G̃wd(i) G̃wv(i)

G̃zd(i) G̃zv(i)

I 0

0 I



6 −ǫI. (40)

By realizing the TFM Ψk[ G̃wd(i) G̃wv(i)

I 0
] for k = 1, 2, . . . , n, we derive an extended system
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


xe(t+ 1, i)

zΨk
(t, i)

z(t, i)


 =




Ai Bi
1 Bi

2

Ci
k Di

k1
Di

k2

Ci
G Di

G1
Di

G2







xe(t, i)

d(t, i)

v(t, i)


, (41)

where xe := [x xΨ]
T with x and xΨ denoting the state vectors of subsystem Σi and diag{Ψk|

n
k=1},

respectively. Define the dimension of the vector xΨ(t) as MΨ. The parameters of the extended system

above are defined in (32).

An application of the KYP lemma now shows that the inequality (40) is satisfied if and only if Eq. (33)

is satisfied. Thus, ‖ΣiGzv(ζ, i)‖∞ < 1 is satisfied for each subsystem of Σ. This proves Theorem 2.

Remark 4. Note that the robust stability condition in Theorem 2 is completely determined by the SCM

Φ, the parameters of the i-th subsystem and Πi
k, 0 6 k 6 n. Therefore, it can be verified independently

for each subsystem.

From the result in Theorem 2, we derive a decouped LMI-based condition for the robustness verification

of the NS with delay uncertainties, which has lower computational complexity than Theorem 1. However,

there is a trade-off between the computational complexity and the degree of conservatism. To be more

specific, the condition in Theorem 2 is conservative in part because it is based on Lemma 3. As discussed

in [6], it is obvious that using the maximum singular value σ̄(ΣiGzv(ζ, i)) to bound the spectral radius

ρ(ΦGzv(ζ)) is only sufficient, but its conservatism is still not clear. Another reason of conservatism in

Theorem 2 is the selected IQC multipliers that model the delay uncertainties. To reduce this conservatism,

we need to develop more compact IQCs to bound the delay operators.

5 Numerical simulations

To illustrate properties of the obtained robustness verification conditions, two numerical examples are

reported in this section. The first is to demonstrate the computation efficiency of Theorems 1 and 2,

while the second is to compare Theorems 1 and 2 with the existing method in terms of the degree of

conservatism. All the simulations are performed with a personal computer with an Intel(R) Core(TM)

i5-2400 CPU.

5.1 Numerical Example 1

In this subsection, we perform multiple numerical simulations to evaluate computational efficiency of

Theorems 1 and 2. Some typical results are provided here. In these simulations, let mxi = mvi =

mzi = 2 and every parameter of the subsystems is independently and randomly generated according to

a continuous uniform distribution over the interval [−0.5, 0.5]. Additionally, each row of the SCM Φ is

generated randomly and independently, in which the non-zero element is selected according to a discrete

uniform distribution over all the possible locations.

Three methods are utilized in checking the robust stability of the generated system with constant delay

uncertainties. One is based on existing lumped formulations, while the others are based on Theorems 1

and 2.

For all the three IQC-based robustness conditions, We choose two IQC multipliers from [10] to char-

acterize the associated delay-difference operators Sτ , which are

Π1 =

[
In 0

In In

]∗[
(Tu + 1)X1 0

0 −X1

][
In 0

In In

]
, (42)

Π2 =

[(
1− ζ−1

)
In 0

0 In

]∗[
T 2
u X2 0

0 −X2

][(
1− ζ−1

)
In 0

0 In

]
, (43)

where X1 = XT
1 > 0 and X2 = XT

2 > 0. Tu is the upper bound of delay duration.
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Table 1 Computation time for robust stability verification

Subsystem Average CPU time (s) Standard deviation (s)

number N LMI (lumped) Theorem 1 Theorem 2 LMI (lumped) Theorem 1 Theorem 2

2 0.0184 0.0343 0.0330 0.0316 0.0076 0.0389

4 0.1539 0.1834 0.0607 0.0472 0.0293 0.0395

6 0.6426 0.7331 0.0911 0.0982 0.0921 0.0413

8 1.9633 1.7141 0.1207 0.3007 0.2309 0.0430

10 5.1660 4.0375 0.1692 0.4497 0.5571 0.0532

12 12.5412 8.6380 0.1964 1.1057 1.0417 0.0551

14 25.8146 16.3217 0.2293 1.8817 1.2748 0.0579

16 53.4153 26.5453 0.2654 1.8952 1.3492 0.0598

18 90.0755 41.5946 0.2952 0.8409 1.5985 0.0623

20 148.5057 60.6832 0.3255 1.5072 1.5344 0.0610

30 1164.2107 247.0348 0.4883 15.8555 6.5307 0.0669

In order to utilize the sparsity in inequality (22), we use the sparse solvers DSDP [26] to verify the

condition in Theorem 1, while the other two conditions are checked using Matlab LMI toolbox. For

each subsystem number, one hundred computations are conducted for each condition. According to

the computations, both the average and standard deviation of computation time are calculated for their

robust stability verification. Table 1 reports some representative results when N is increased from 2 to 30,

and Figure 3 illustrates the averaged computation time required to verify the aforementioned conditions

for each value of N .

As is shown in Figure 3, the condition in Theorem 2 is more efficient than the other two conditions when

the subsystem number is large. It appears that the computation time of Theorem 2 increases linearly with

the subsystem number, while the existing condition based on the lumped formulation increases almost

exponentially. With the increment of the subsystem number N , the condition in Theorem 1 is also more

efficient than the existing condition based on the lumped formulation, which demonstrates the advantage

of the sparse formulation. On the other hand, when N is small to a certain degree, the condition based

on the lumped formulation is more computationally efficient than the conditions in Theorems 1 and 2.

This is not a surprise, noting that the dimension of inequality (22) is generally larger than that of the

condition based on the lumped formulation, and inequality (33) is checked for every subsystem in the

verification of Theorem 2. In the simulation process, we chose N to be larger than 30 to conduct the

verifications of the three methods. However, it was impossible to compute the solutions for the condition

based on the lumped formulation or that in Theorem 1 because of the memory limit, while the verification

of Theorem 2 worked normally. Owning to the low computational complexity of the condition in Theorem

2, it allows us to compute the solution even for larger N .

5.2 Numerical Example 2

In this numerical example, we compare the degree of conservatism associated with the proposed conditions

in Theorems 1 and 2, with the existing condition based on the lumped formulation of the IQC analysis.

The NS consists of two subsystems whose state space model-like representations are given below.




x (t+ 1, 1)

z (t, 1)

y (t, 1)


 =




0.7 −0.2 1

0.5 0 0

1 0 0







x (t, 1)

v (t, 1)

u (t, 1)


, (44)




x (t+ 1, 2)

z (t, 2)

y (t, 2)


 =




0.8 −0.3 1

0.3 0 0

1 0 0







x (t, 2)

v (t, 2)

u (t, 2)


. (45)
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Figure 3 Averaged computation time of the robustness verifications.

These subsystems are connected through

v (t) =

([
Dτ1 0

0 Dτ2

][
0 1

1 0

]
z

)
(t) . (46)

There are two delay operators in the interconnections between the two subsystems. Assume that

the delay durations τ1 and τ2 vary independently, and we still employ the IQC defined by Π1 + Π2 to

characterize the relevant delay-difference operators Sτ1 and Sτ2 . Three robustness verification methods,

the condition based on the lumped formulation, Theorems 1, and Theorem 2, are applied to this system.

The objective of these verifications is to estimate the stability region with τ1 and τ2 as parameters such

that the NS given in (44)–(46) is robustly stable for all the delays τ1 and τ2 that belong to this region.

The estimated stability boundary for each method is plotted as a function of delays τ1 and τ2 in Figure 4.

In Figure 4, the curve of Theorem 1 is almost identical to that of the lumped formulation, and the

difference may be caused by unavoidable errors due to numerical calculations. Thus, for this particular

example the condition in Theorem 1 is no more conservative than that based on the lumped formulation.

Evidently, utilizing the decoupled condition in Theorem 2 renders the most conservative results. However,

the robustness verification of Theorem 2 requires less computational time than those of the other two

methods as shown in Figure 3 when the NS has a very large scale.

6 Conclusion

This paper investigates robust stability of a networked system with uncertain communication delays. A

distinct feature of the problem we consider is that the dynamic properties of each subsystem are without

any constraint, and interconnections among the subsystems are arbitrary but with an uncertain constant

delay in each communication channel. By employing a set of IQCs to bound the delay uncertainties

and the interconnections, a sparse LMI is derived as a sufficient condition for the robust stability of the

NS. Furthermore, some sufficient robustness conditions are derived which depend only on parameters

of each subsystem, the SCM and the selected IQC multipliers. Numerical experiments demonstrate the
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Figure 4 Estimated boundary for the stability region in τ1-τ2 plain.

conditions we propose can improve the computational efficiency for the robustness verification in different

degrees.
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