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Abstract Broad learning system (BLS) has been proposed as an alternative method of deep learning. The

architecture of BLS is that the input is randomly mapped into series of feature spaces which form the feature

nodes, and the output of the feature nodes are expanded broadly to form the enhancement nodes, and then

the output weights of the network can be determined analytically. The most advantage of BLS is that it can

be learned incrementally without a retraining process when there comes new input data or neural nodes. It

has been proven that BLS can overcome the inadequacies caused by training a large number of parameters

in gradient-based deep learning algorithms. In this paper, a novel variant graph regularized broad learning

system (GBLS) is proposed. Taking account of the locally invariant property of data, which means the

similar images may share similar properties, the manifold learning is incorporated into the objective function

of the standard BLS. In GBLS, the output weights are constrained to learn more discriminative information,

and the classification ability can be further enhanced. Several experiments are carried out to verify that our

proposed GBLS model can outperform the standard BLS. What is more, the GBLS also performs better

compared with other state-of-the-art image recognition methods in several image databases.
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1 Introduction

Image recognition, aiming at predicting the label of one (or multiple) query image, has been a fundamental

problem in pattern classification and computer vision [1, 2]. Various applications on recognition are

growing rapidly and extensively in our daily life. Generally speaking, a representative image recognition

system consists of two essential components, namely feature extraction and pattern classification [3].

The past few years have witnessed a rapid progress of the image recognition, mainly due to the success

of deep learning technology [4, 5]. Nevertheless, in deep learning architecture, there exists too many

hyperparameters which make the training process time-consuming and the complicated structure leads

to difficulties in theoretical analysis. These drawbacks seriously discourage the further applications of

deep learning in various fields, besides image recognition.
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Figure 1 The structure of BLS. First, the input features are randomly mapped into a series of features spaces. Second,

the random features are transformed to the enhancement nodes. At the output layer, all the features are connected together

to link the label layer.

The random vector functional link neural networks (RVFLNN) [6–8] provides another representative

method to learn the parameters in neural network. It is based on the architecture of functional link neural

network (FLNN) [9]. However, like traditional single layer neural network, FLNN depends generally on

the back propagation algorithm to iteratively train all the parameters. With the number of hidden layers

increases, this kind of parameters learning method will cause many problems such as local minima, time-

consuming and slow convergence. To overcome these drawbacks, FLNN with random weights (RVFLNN)

was proposed in which the input weights are randomly generated in a suitable domain and stored to

do the testing. In [10], the author proved the universal approximation of RVFLNN on the compact set.

Then various improvement studies of RVFLNN are developed [8, 11]. Combined with the supervised

learning algorithm, Chen et al. [12, 13] proposed the rank-expansion with instant learning to implement

the RVFLNN adaptively. In [14], a dynamic step-wise updating algorithm was proposed to make the

RVFLNN flexible for the modern large data era [15].

Broad learning system (BLS) is an emerging technology proposed by Chen et al. [16]. Its complete

schematic is shown in Figure 1. It is obvious that the BLS is established on the idea of RVFLNN.

Specifically, the main characteristics of BLS are as follows: firstly, the input data is transformed into

numbers of feature nodes by proper mapping functions, and then these features are concatenated together

to generate a series of enhancement nodes randomly, which will be used to expand the network architecture

in a broad sense. Last but not least, all the features nodes and the outputs of the enhancement nodes

are connected together to feed into the output layer. The desired output weights are to be determined

by a fast ridge regression of the pseudo-inverse of the system equation. We can see that except output

weights, the other weights and biases in BLS are all randomly generated. In addition, the incremental

learning algorithm is incorporated into the BLS which makes the network can be remodeled fast in the

broad expansion without a retraining process if the network deems to be expanded. Therefore, BLS is an

ideal architecture for modeling and learning in time-variant big data environment. In [17], the universal

approximation property and various structural variations of BLS are further presented. Combining

with fuzzy logic, Feng and Chen [18] proposed a novel fuzzy broad learning system for regression and

classification. Through these researches in theory and practical applications, it can be concluded that

BLS indeed significantly outperforms the existing deep learning method and other network structure in

learning accuracy and generalization ability. More details of BLS we refer to [16].

In the past decades, learning with manifold structure of data has attracted much attention of re-

searchers, such as LLE, MDA, Laplacian Eigenmap, ISOMAP [19,20], One of the key points they share is

to preserve the locally invariant of data, i.e., they are likely to have the similar conditional probabilities

if the points are close to each other. From this perspective, we can see that the objective of BLS in

linear regression form mainly focuses on approximating the desired training labels, and the underlying

geometrical structure of data is not fully considered. The output weights learnt in this way cannot

vary smoothly along the geodesics of the data manifold. Worse, the performance of classification will

be affected. Recently, various researchers have considered the case when data is drawn from sampling a

probability distribution that has support on or near to a submanifold of the ambient space. And the local
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consistency property has been applied to be a side information for improving the performance of learning

models. Following this idea, in this paper, we propose a novel extension of BLS model which incorpo-

rates the criteria employed of the manifold leaning. The optimization process of proposed model will be

formulated to minimize both the training error of network and manifold learning criterions simultane-

ously. This can be done by incorporating an appropriate graph regularization term on the objective of

the standard BLS, named as graph regularized broad learning system (GBLS). The graph regularization

term is constructed within the graph embedding framework [21], in which the training data is assumed to

form the vertex set of an undirected graph G with a weight matrix to express the similarity between the

vertices. Moreover, a penalty graph Gp can also be defined, whose corresponding weight matrix penalizes

specific characteristics of the relationships between the training data. By using such an approach, the

learnt output weights in GBLS can be more discriminative. Moreover, there exists an analytical solution

for the objective function of GBLS, so the optimization process is as efficient as BLS.

The remainder of this paper is outlined as follows. We introduce the standard BLS in Section 2.

Section 3 presents our proposed GBLS model and the corresponding algorithm. In Section 4, experiments

are conducted to validate the proposed GBLS on popular face databases and other visual databases.

Finally, Section 5 concludes this paper.

2 Broad learning system

BLS is a novel network architecture, proposed by Chen et al. [16], to provide an effective and efficient

learning framework for machine learning and pattern recognition. In contrast to the deep learning al-

gorithms which consume too much time to train abundant parameters in the filters and layers, the

parameters in BLS could be determined either by random projection or a fast pseudo-inverse technol-

ogy. What is more, the training process can be extended to an incremental learning mode in which the

retraining process is no longer necessary when the network structure is changed by new nodes or input.

Now let us express the BLS mathematically. Considering the general supervised learning task, we are

given the training data set {(X, Ŷ )|X ∈ R
N×D,Y ∈ R

N×C} from C classes, where each row in X and

Y denotes the data point xi = (xi1, xi2, . . . , xiD) and target vector yi = (yi1, yi2, . . . , yiC), respectively.

In BLS, the training samples are first transformed into Nw random feature spaces by Nw feature mapping

function φi, i = 1, 2, . . . , Nw, that is,

Zi = φi(XWei + βββei), i = 1, 2, . . . , Nw, (1)

where the weights Wei and the bias term βββei are randomly determined with the proper dimensions.

Then, we define the feature space of training samples as ZNw , [Z1,Z2, . . . ,ZNw
], a collection of Nw

groups of feature nodes. Just like the FLNN, ZNw should be applied to generate and connect the layer

of enhancement nodes. To speed up the training process, the enhancement nodes are obtained group by

group. The outputs of the j-th group of enhancement nodes are defined by

Hj , ξj(Z
NwWhj

+ βββhj
), j = 1, 2, . . . ,m, (2)

where ξj is a nonlinear activation function. And we denote the outputs of the enhancement layer by

Hm , [H1,H2, . . . ,Hm].

For simplicity and without loss of generality, we will omit the subscripts of the feature mapping φi

and the activation function ξj in the following part. However, the φi can be selected differently, as well

as the ξj . In order to obtain sparse representation of input data, the randomly initialized weight matrix

Wei can be tuned by applying the linear inverse problem (please refer to (4) in [16]).

Therefore, the output Ŷ of a BLS has the following form:

Ŷ = [Z1,Z2, . . . ,Zn,H1,H2, . . . ,Hm]W = [Zn,Hm]W = AW , (3)
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where A = [Zn,Hm], and W is the output weight connecting the feature nodes and enhancement nodes

to the output layer. W could be obtained by minimize the objective

argmin
W

JBLS = ‖Y −AW ‖2 + λ‖W ‖2, (4)

where the first term denotes the training errors, the second term is a regularization term which controls

the complexity of the model. And λ is a regularization parameter to balance the influence of error term

and the model complexity. Through a simple derivative operation on W , we can obtain

W = (ATA+ λI)−1ATY . (5)

The calculation of BLS output weights W can always be achieved, as the matrix (ATA + λI) is

generally nonsingular.

3 The proposed graph regularized BLS

In this section, we focus on our proposed GBLS model and the corresponding algorithm. After randomly

generation of the input and enhancement weights, the output weights of BLS can be solved analytically

by (5). The training error can be minimized as small as possible, however, the underlying geometrical

structure of data is ignored. To overcome this drawback, we propose the GBLS which incorporates the

manifold technology into the optimization process of BLS. Following the general manifold regularization

method, the objective function of GBLS should have the following form:

argmin
W

JGBLS = ‖Y −AW ‖2 + λ1EG + λ2‖W ‖2, (6)

where EG is the graph regularization term to reflect the local discriminative structure of data. λ1 and

λ2 are two trade off parameters dictating the importance of ‖W ‖2 and EG, respectively. Then the key

point is to construct an appreciate graph regularization term EG to make the output weights to be more

discriminative.

The EG is constructed within the graph embedding framework in [21]. In our GBLS model, the training

data X is viewed as the vertex set of an undirected weight graph G(X,V ), where V ∈ R
N×N is an

adjacent matrix recording the similarity between X. Further, a penalty graph Gp(X,V p) can be defined,

whose weight matrix V p ∈ R
N×N penalizes specific relationships between the graph vertices xi. The

geometric structure of training data can be reflected well by proper graphsG(X,V ) andGp(X,V ). There

exists various successful manifold learning algorithms, such as LLE, MDA, and Laplacian Eigenmap. In

fact, the above algorithms are all inspired by the same assumption of manifold learning: the nearby

points are likely to have similar embedding. Nevertheless, different graph construction ways that appear

in these methods lead to different performances and application ranges. Based on two different prior

knowledge, we are able to consider two different graph structures of data leading to two GBLS models:

IGBLS which combines the intrinsic graph with BLS, and IPGBLS which considers the intrinsic and

penalty graph simultaneously into BLS.

3.1 IGBLS: BLS exploiting intrinsic graph

In IGBLS model, we consider the intrinsic graph of data, and the EG is used to express intrinsic relation-

ships of training data. All the training data are used to form the vertex set of a graph G(X,V ), where

V is the similarity matrix whose elements denote the relationships between the graph vertices xi. We

assume the data from the same class is from the same manifold space, while different classes are located

in different manifolds. That means the manifold structure of data in this case we consider is on class

level. Generally, there are two kinds of methods: KNN and ǫ-ball, and the weights can be calculated

by the Gaussian heat kernel distance or binary weight [19, 22]. However, both of them determine the

neighboring samples based on pairwise Euclidean distance, which is very sensitive to data noise and one

noisy feature may dramatically change the graph structure. Moreover, the distance information among
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samples are destroyed by nonlinear mapping in BLS. Therefore, here the supervised version of graph

construction should be applied. The element of V is defined on the label information as follows:

Vij =

{

1/Nt, if l(xi) = l(xj),

0, otherwise,
(7)

where Nt denotes the sample number of the t-th class, l(xi) is the label of sample xi.

By using (7), the graph regularization term EIGBLS can be formulated as

∑

ij

Vij‖ŷi − ŷj‖
2 = Tr(Ŷ TLIGBLSŶ ), (8)

where ŷi and ŷj are the predictions with respect to samples xi and xj , respectively. Tr(·) is the trace

operator of a matrix, LIGBLS ∈ R
N×N is the so-called graph Laplacian matrix defined as LIGBLS = D−V .

D denotes a diagonal degree matrix which can be obtained byDii =
∑

j Vij . To reach better performance,

a normalization form such as D−1/2LIGBLSD
−1/2 or an alternative modification Lk

IGBLS (k is an integer

to be set) would be adopted instead of using the LIGBLS directly.

In this way, the IGBLS model can be optimized by the objective as

argmin
W

JIGBLS = ‖Y −AW ‖2 + λ1Tr(Ŷ
TLIGBLSŶ ) + λ2‖W ‖2, (9)

where Ŷ = AW denotes the predicted labels by our algorithm. Now by substituting Ŷ = AW into

JIGBLS, we can calculate W as follows:

∂JIGBLS

∂W
=

∂

∂W

[

Tr[(Y −AW )T(Y −AW )] + λ1Tr(W
TATLIGBLSAW ) + λ2‖W ‖2

]

=2ATAW − 2ATY + 2λ1A
TLIGBLSAW + 2λ2W

=0. (10)

As a result, we can get

W = (ATA+ λ1A
TLIGBLSA+ λ2I)

−1ATY . (11)

3.2 IPGBLS: BLS exploiting simultaneously intrinsic and penalty graph

In this case, EG is to express both intrinsic and penalty training data relationships [23]. In IPGBLS

model, two graphs, intrinsic graph Gw(X,V w) and penalty graph Gp(X,V p), are constructed in the

original data space as follows:

V w
ij =











1, if l(xi) = l(xj), and xi ∈ Nk1(xj),

1, if l(xi) = l(xj), and xj ∈ Nk1(xi),

0, otherwise,

V p
ij =











1, if xi 6= xj , and xi ∈ Nk2(xj),

1, if xi 6= xj , and xj ∈ Nk2(xi),

0, otherwise,

(12)

where Nk(xi) denotes the set of k nearest neighbors of xi, and (k1, k2) denotes the number of nearest

neighbors. Then the Laplacian matrix of intrinsic graph is Lw = Dw − V w where Dw =
∑

j V
w
ij , and

Lp=Dp−V p where Dp=
∑

jV
p
ij . The geometric structure of data in intrinsic graph can be expressed as

∑

ij

V w
ij ‖ŷi − ŷj‖

2 = Tr(Ŷ TLwŶ ). (13)

Meanwhile, to encode the discriminative information in the penalty graph, we maximize margins

between different classes. According to the construction of penalty graph in (12), we can get the graph-

preserving criterion of discriminative information as

∑

ij

V p
ij‖ŷi − ŷj‖

2 = Tr(Ŷ TLpŶ ). (14)
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We minimize (13) to retain the data geometric structure, while we maximize (14) to make the samples

in different classes separable. Thus, by combining this two objectives, we can get the following objective:

argminTr
(

Ŷ T((Lp)−1/2)TLw((Lp)−1/2)Ŷ
)

. (15)

Accordingly, the EG in this model has the following expression:

EIPGBLS = Tr
(

Ŷ T((Lp)−1/2)TLw((Lp)−1/2)Ŷ
)

. (16)

We add a tiny perturbation to the diagonal of the graph Laplacian matrix Lp, i.e., L̃p = Lp + ζI,

to make it invertible. Related research has verified that the solution in this way will be consistent with

the one obtained by original graph matrix, as long as the ζ is set to be small. In our experiments, ζ is

empirically set to be 10−3Tr(Lp). And we will still use the Lp to imply the perturbed matrix L̃p for

simplicity in the rest of this paper.

In this way, the IPGBLS model can be optimized by the objective as

argmin
W

JIPGBLS = ‖Y −AW ‖2 + λ1Tr
(

(Ŷ )TLIPGBLS(Ŷ )
)

+ λ2‖W ‖2, (17)

where LIPGBLS , ((Lp)−1/2)TLw((Lp)−1/2) denotes the unified graph Laplacian matrix for graphs Gw

and Gb. Obviously, the output weights of IPGBLS can be calculated as

W = (ATA+ λ1A
TLIPGBLSA+ λ2I)

−1ATY . (18)

Based on the above discussion, we summarized the main steps of our proposed GBLS models in

Algorithm 1.

Algorithm 1 Discriminative GBLS models

Input: training set {X,Y }, the feature mapping function φ(·), the activation function ξ(·), the number of feature mapping

groups Nw, feature nodes Nf , enhancement nodes Ne, regularization parameter (λ1, λ2) and NNs (k1, k2);

Output: Output weight W ;

Step 1:

1. Random Wei , βββei , i = 1, 2, . . . , Nw;

2. Calculate Zi = φ(XWei + βββei), i = 1, 2, . . . , Nw;

3. Set the feature mapping group Zn = [Z1,Z2, . . . ,Zn];

Step 2:

1. Random Wh, βββh;

2. Calculate Hm = ξ(ZnWh + βββh);

Step 3:

1. Set A = [Zn,Hm];

2. Construct the adjacent matrix V by (7) and (12); then calculate the graph regulation term by (8) and (16);

3. Calculate the output weight matrix W by (11) and (18).

3.3 Relationship between DRLSC and GBLS models as well as GELM

It is clear that our GBLS models are the natural extension of BLS with the manifold regularization, and

the manifold learning methods have also been combined with other machine learning algorithms, such as

DRLSC [24] and GELM [25]. As we have shown, the least square only is used as the objective function

in BLS to learn the output weights discriminatively. And there exists another important blocks in BLS,

such as random projection and functional link. All these blocks work collaboratively to make the BLS

performance well. And in DRLSC, the inputs are thrown directly into the objective function without

nonlinear feature transformation, which is different from BLS. On the other hand, the GELM is built

on the ELM, which is also a popular randomized neural network. However, the architecture of ELM

is completely different from the BLS’s. In ELM, the inputs are simply projected to the hidden layer

randomly, and then the weights are determined by the hidden nodes and the desired outputs using a

least square method. Different architecture in neural network leads to different recognition performance,

we will show the comparison results in Section 4.
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(a) (b) (c)

Figure 2 Sample from three face databases. Samples of three subjects in (a) the ORL databases, (b) the ExYaB database,

and (c) the UMIST database.

4 Experiments

In this section, we comprehensively evaluate the performance of our proposed approaches from different

aspects. In Subsection 4.1, we compare the two GBLS models with the standard BLS on three popular face

databases: ORL, Extended Yale B, and UMIST database. In Subsection 4.2, two face databases: ExYaB,

LFW [26], and four other visual recognition databases: Standford 40, CUB200-2011, Oxford 102, and

Caltech-256 [3], are used to compare the two GBLS models with many other state-of-the-art classifiers.

We apply the source code of the competing classifiers from their authors, and all the parameters in these

classifiers are tuned to achieve the best recognition performance in all experiments. All the experiments

are carried out using MATLAB on a 3.40 GHz machine with 15.90 GB RAM.

4.1 Comparison with the standard BLS

In this part, we focus on comparing our proposed IGBLS and IPGBLS model with the standard BLS.

The detailed description of three databases: ORL , ExYaB and UMIST used in this part are as follows.

• ORL databse. The database contains 10 different face images of 40 subjects. For each subject,

the images are taken against a dark homogeneous background with the subject in different positions.

The face images are taken at different times, varying illumination, expressions and facial details. The

grey-scale facial images are cropped with the size 32× 32.

• ExYaB database. This database consists of 2414 frontal-face images of 38 subjects and each subject

has around 64 near frontal images under different illuminations and expressions. The original images

were cropped to have 32× 32 pixels.

• UMIST Database. This database is composed of 575 images of 20 distinct subjects with resolution

112× 92. This database is more challenging because of the larger variations between the face images of

the same face in viewing direction than regular image variations in subject identity. We resize each image

to 56× 46 pixels.

For each database, three subjects with five sample images are randomly chosen and illustrated in

Figure 2.

Each database is divided into various training and testing sets. We randomly select Tn = {5, 6, 7}

(ORL), Tn = {10, 20, 30} (ExYaB) and Tn = {5, 10, 15} (UMIST) images from each subject for training

and the rest are used for testing. To get a fair and better estimation of recognition accuracy, this divi-

sion process is repeated 10 times. We compute and report the mean recognition accuracy value at last.

The original vectored grey images, without doing dimensionality reduction, are directly applied to per-

form recognition. From the algorithms of different BLS models, we can see that there are three same

parameters: the number of mapping groups Nw, feature nodes Nf and enhancement nodes Ne. The ap-

preciate grid search for these three parameters is performed on different experiments to make the model

achieve the best performance. The sensitivity of the other parameters will be discussed in Subsection 4.3.

Tables 1 and 2 show the parameters setting, recognition results and the running time of different BLS

models on different databases, respectively. From Table 2, we can see that all different BLS models can

attain 100% training accuracy on all the databases with different training sets. Hence the difference of

testing accuracy among them should be crucial to compare the performance. Obviously, the incorporation

of graph structure into the BLS optimization process indeed enhance the recognition performance, both
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Table 1 Parameters setting of BLS, IGBLS, IPGBLS on different databases

Number
BLS IGBLS IPGBLS

Nw Nf Ne Nw Nf Ne Nw Nf Ne

ORL

Tn = 5 20 25 500 15 20 380 20 20 400

Tn = 6 10 26 460 12 16 400 20 20 640

Tn = 7 20 20 400 20 20 240 22 20 500

ExYaB

Tn = 10 30 60 3000 20 50 2000 40 50 1300

Tn = 20 30 60 4000 20 50 3000 30 35 3000

Tn = 30 30 60 5000 30 40 2000 34 40 2000

UMIST

Tn = 5 10 9 400 11 9 900 11 9 900

Tn = 10 30 20 300 15 10 300 12 9 860

Tn = 15 10 9 575 10 9 300 11 11 400

Table 2 Recogniton results and running time of standard BLS, IGBLS, IPGBLS on different databasesa)

Number
BLS IGBLS IPGBLS

Training (%) Testing (%) Time (s) Training (%) Testing (%) Time (s) Training (%) Testing (%) Time (s)

ORL

Tn = 5 100 95.00 0.44 100 96.11 0.32 100 97.50 0.35

Tn = 6 100 97.50 0.37 100 98.11 0.31 100 98.13 0.35

Tn = 7 100 98.33 0.41 100 99.17 0.39 100 99.14 0.35

ExYaB

Tn = 10 100 85.60 2.96 100 88.35 1.62 100 90.12 2.25

Tn = 20 100 95.59 4.05 100 96.61 2.76 100 97.28 2.87

Tn = 30 100 97.17 5.67 100 98.82 2.82 100 98.98 2.96

UMIST

Tn = 5 100 84.21 0.38 100 87.16 0.24 100 88.21 0.26

Tn = 10 100 96.53 0.70 100 97.60 0.26 100 98.13 0.27

Tn = 15 100 98.18 0.78 100 98.54 0.36 100 99.27 0.31

a) The bold number means the best result.

GBLS models achieve better performance than the standard BLS. And for the two GBLS models, IPGBLS

can be more effective than the IGBLS in most cases. These differences are even more obvious in recognition

with small training sample size. For example, in the UMIST experiment with Tn = 5, the recognition

accuracy of three different BLS models is 84.21%, 87.16% and 88.21%, the difference between BLS and

GBLS1, GBLS2 is 2.95%, 4.00%. When we set Tn = 15, the difference is only 0.36%, 1.09%. The

same phenomenon happens in the other two databases. Therefore, GBLS models may be a better choice

to treat the small sample problem (SSP) [27, 28]. Another interesting point is the GBLS models do

not consume more running time than standard BLS model, which can be seen from the running time

in Table 2. By incorporating a graph regularized term into the objective function of BLS, the new

system can attain a better performance with a small amount of nodes (mapping groups, feature nodes

and enhancement nodes). Hence, the GBLS model is more effective than the standard BLS. From the

experiments presented in this part, we can see that the performance of BLS has indeed been improved

by incorporating the graph regularization term. And by considering both the manifold structure and

discriminative information of data into the BLS optimization process, the recognition performance can

be further improved.

4.2 Comparison with other state-of-the-art classifiers

4.2.1 Face recognition on clean images

In this part, we carry out the experiments on the clean ExYaB database over various feature dimensions.

Here clean image means an image without occlusion or corruption, just with variations in illumination,

expression. The state-of-the-art recognition methods used to be compared with GBLS models includes

LRC [29], SVM, NN, SRC [30], CRC RLS [31] and GELM [25]. The source codes of these competing

algorithms are from the authors, and the parameters in each classifier are set to make the algorithm

achieve the best performance.
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Table 3 The recognition accuracy and running time of competing algorithms on ExYaBa)

Method
Dim = 84 Dim = 150 Dim = 300

Accuracy (%) time (s) Accuracy (%) time (s) Accuracy (%) time (s)

SVM 94.9 5.87 96.4 6.58 97.0 8.26

NN 85.8 3.89 90.0 4.09 91.6 4.76

SRC 95.5 180.90 96.8 205.02 97.9 261.38

LRC 94.5 4.28 95.1 4.72 95.9 6.49

CRC RLS 95.0 2.12 96.3 2.64 97.9 3.72

GELM 94.45 6.10 95.21 6.90 96.69 7.41

BLS 93.40 0.87 95.05 1.73 96.41 2.25

IGBLS 95.69 0.83 96.90 1.87 98.21 2.31

IPGBLS 96.11 1.12 97.67 1.91 98.36 2.46

a) The bold number means the best result.

For each subject in ExYaB (the detailed characteristics have been showed in Subsection 4.1), we ran-

domly split the images into two parts with equal size, one for training and the other for testing. Following

the experimental paradigm in [31], the feature dimension is set as 84, 150 and 300 using Eigenface. Ta-

ble 3 depicts the recognition results and the running time versus feature dimension by our approaches

and other competing classifiers on ExYaB database. It can be found that all the classifiers can attain

good recognition results, and the performance can be better with the increase of dimension. And our

proposed approaches can achieve a better performance than the competing classifiers consistently, regard-

less of different dimension setting. Compared with the powerful classifier SRC [30] and CRC RLS [31],

which nearly have reached the saturated point of recognition, the proposed GBLS models can still obtain

an improvement of nearly 1 percentage. For the running time, which means the whole time consumed to

test all the images in the database, we can see the two GBLS models are faster than the standard BLS

and GELM. Compared with the other classifiers, our BLS models (standard BLS, IGBLS and IPGBLS)

can attain a better recognition performance with less running time. This illustrates that by incorporating

the graph structure, the GBLS models can yield better generalization performance.

4.2.2 Face recognition with various features

We further evaluate the performance of our proposed GBLS on a more challenging face database: labeled

faces in the wild (LFW) [26]. This database includes 13123 facial images of 5749 subjects captured in

real and unconstrained environment with large visual variations in illumination, expression, misalignment,

occlusion. Another property of LFW is that the image number of per subject varies from 1 to 530, that

means the distribution of data in this database is severely unbalanced. Generally, LFW is utilized to

do the face verification. There may be not sufficient samples for certain subjects, the original LFW

database cannot be directly applied to do recognition task. To make our proposed GBLS and the other

competing algorithms perform well in this database, we need to construct a sub-database of LFW. In this

experiment, we select the subset which consists of 143 subjects with more than 11 samples per subject.

For each subject, we randomly choose 10 sample images for training and the rest are used for testing.

Instead of using the original unaligned images, three features, e.g., low-frequency Fourier transform

feature (FFT), Gabor magnitude and local binary pattern (LBP), are extracted to do the recognition,

respectively. For comparison, we consider several competing methods, i.e., SVM, SRC [30], CRC RLS [31],

LRC [29], LCCR [32] and GELM [25]. Table 4 illustrates the testing results versus different feature of

LFW. The last column reports the average recognition accuracy of different classifiers on LFW. We can

conclude our approaches outperform other competing algorithms. Considering the challenging in LFW,

some classifiers, such as SVM and LRC, performs poorly over all the selected features or a certain one.

And our IGBLS and IPGBLS methods can perform well consistently. In the Gabor feature case, the

IGBLS can perform better than the IPGBLS with a slight advantage, but from the average recognition

accuracy, we find the IPGBLS model can achieve the best performance.
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Table 4 The recognition accuracy and running time of competing algorithms on the LFW database with three featuresa)

Method
FFT Gabor LBP

Average (%)
Accuracy (%) time (s) Accuracy (%) time (s) Accuracy (%) time (s)

SVM 5.8 9.62 42.4 9.74 18.5 10.96 22.3

SRC 33.6 2230 68.7 2236 61.6 2238 54.6

LRC 13.9 19.35 25.4 20.05 26.3 23.27 21.9

CRC RLS 14.0 9.11 25.4 9.22 26.3 9.44 21.9

LCCR 22.2 11.49 64.6 11.62 66.5 11.74 51.1

GELM 33.5 5.23 67.8 4.96 58.86 5.68 53.4

BLS 35.2 0.28 69.90 0.33 65.3 0.57 56.8

IGBLS 38.34 0.37 71.81 0.35 66.44 0.53 58.86

IPGBLS 38.85 0.37 71.32 0.41 66.76 0.48 58.98

a) The bold number means the best result.

Figure 3 (Color online) Sample images from the four challenging visual database. The first row shows ten kinds of action

in Standford 40 Actions database; the second row shows various kinds of birds in CUB200-2011 database; the third row

shows ten kinds of flowers in Flower 102 database; the forth row shows ten kinds of objects in Caltech 256 database.

4.2.3 Recognition on other competitive visual recognition tasks

The characteristics of the four competitive visual databases are detailed as follows.

• Standford 40 database. This database contains 9352 images from 40 human action, with 180 ∼ 300

images per subject. It is a popular database for action recognition. Following the experimental suggestion

in [33], 100 image sample of per class are selected to construct the training set and the rest images for

testing.

• Flower 102 database. It includes 8189 flower images from 102 categories with at least 40 images each

category. This database attracts much attention of researchers because there exist large variations within

the category but smaller difference across several categories.

• CUB200-2011 database. This database, consisting of totally 11788 images of 200 bird species, is

popularly used for fine-grained image recognition. It is challenging because of the high degree of similarity

among species. The database is split into two halves. One half contains 30 images for per subject for

training, and the other half was used for testing.

• Caltech-256 database. This database contains 30608 images of 256 object categories, and each

category is consists of at least 80 images. It is commonly applied to evaluate several large-scale image

classification algorithms.

A number of images from the above databases are shown in Figure 3.

First, we compare the performance of GBLS models and different competing algorithms on the four

challenging visual databases, with the VGG19 features which are extracted by the deep CNN model

VGG19 [34]. The feature vectors is with a size of 4096 × 1, and they are ℓ2 normalized before doing

recognition. The following competing algorithms are chosen for comparison: SVM, kernel SVM, NSC,

CRC RLS, SRC, CROC [35], ProCRC [3] and GELM [25]. The recognition performance on the four
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Table 5 Classification performance and running time of different classification on four databasesa)

Method
Standford 40 Flower 102 CUB200-2011 Caltech 256

Accuracy (%) Time (s) Accuracy (%) Time (s) Accuracy (%) Time (s) Accuracy (%) Time (s)

SVM 79.0 26.97 90.9 30.67 75.4 51.63 80.1 228.52

Kernel SVM 79.8 296.01 92.2 377.24 76.6 691.84 81.3 3085

NSC 74.7 47.16 90.1 67.36 74.5 98.38 80.2 487.27

CRC RLS 78.2 25.78 93.0 30.74 76.2 49.36 81.1 234.27

SRC 78.7 2655 93.2 3228 76.0 5282 81.3 25535

CROC 79.1 56.32 93.1 74.71 76.2 109.76 81.7 490.53

ProCRC 80.9 26.82 94.8 32.48 78.3 52.27 83.3 234.69

GELM 78.7 54.63 90.3 55.11 76.7 57.75 81.8 69.89

BLS 81.4 14.32 95.3 20.26 78.8 20.74 84.0 26.37

IGBLS 81.7 15.61 95.1 20.33 79.5 21.88 84.6 28.65

IPGBLS 82.3 15.92 95.6 21.47 80.4 23.46 84.9 30.42

a) The bold number means the best result.

Table 6 Comparsions to the state-of-the-arts on four challenging visual datasetsa)

Algorithms
Recognition rate (%)

Standford 40 Flower 102 CUB200-2011 Caltech 256

IGBLS 81.7 95.1 79.5 84.6

IPGBLS 82.3 95.6 80.4 84.9

DeepCAMP [36] 52.6 – – –

A-FCN [37] 79.7 – – –

CNN-SVM [38] – 74.7 – –

CNNaug-SVM [38] – 86.8 66.7 –

FV-CNN [40] – – 61.8 –

VGG19 [34] – – – 85.1

CNN-S [39] – – – 77.6

a) The bold number means the best result.

databases of all these algorithms are reported in Table 5. From Table 5, some interesting points can

be found. Over these four databases, as a simple and naive classifier, NSC always achieves the worst

performance. The kernel SVM can perform better than SVM by considering the kernel trick. Three

representation-based classifiers: SRC, CROC and CRC RLS, obtain nearly comparable results with just

a slight difference. The ProCRC method derived from the probabilistic view achieve a superior accuracy

to those aforementioned algorithms. And our proposed GBLS models can gain an improvement of nearly

1 percentage compared with ProCRC. It can be concluded that the GBLS have the best generalization

ability among various kinds of classifiers. Furthermore, we do the comparison between GBLS models

(using VGG 19 features) and the state-of-the-art deep neural networks [34,36–39]. The results are shown

in Table 6. Here we should remark that many of the competing networks are CNN-based and the features

applied are even better than VGG 19. Compared with these deep networks, the GBLS models obviously

attain a significant improvement in recognition. Combining the Tables 5 and 6, we can conclude that our

GBLS models possess a significant advantage compared with the shallow and deep methods.

4.3 Parameter selection

In our two proposed GBLS models, there are five common hyper-parameters: three network parameters:

Nw, Nf , Ne, and two tradeoff parameters: λ1, λ2. In IPGBLS model, there are another two critical

parameters, i.e., the number of nearest neighborhood (k1, k2) used to construct the two adjacent graphs.

In all our experiments, the three network parameters are selected based on grid search. The selection of

the other parameters will be investigated in this part.

We firstly give the parameter selection analysis for IGBLS model. Experiments are carried out on the

UMIST database following the same experimental program in Subsection 4.1. The network parameters
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Figure 4 (Color online) Effects of parameters combinations of (λ1, λ2) in IGBLS on UMIST. (a) Tn = 5, (b) Tn = 10,

(c) Tn = 15.
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Figure 5 (Color online) Effects of parameters combinations of (λ1, λ2) in IPGBLS on UMIST. (a) Tn = 5, (b) Tn = 10,

(c) Tn = 15.
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Figure 6 (Color online) Effects of parameters combinations of (k1, k2) in IPGBLS on UMIST. (a) Tn = 5, (b) Tn = 10,

(c) Tn = 15.

are fixed as reported in Table 1. We vary λ1 and λ2 in candidates {2−11, . . . , 211}. The effects of parameter

combination of (λ1, λ2) on recognition accuracy is shown in Figure 4. We can find that there exists a large

flat area near the optimal point on the landscape over each experimental setting. This means the IGBLS

can work well with respect to various combinations of parameters λ1 and λ2. From these figures, we

can find the optimal combination of (λ1, λ2) locates in the upper right part, which means IGBLS model

encourages large λ1 value. This further confirms the necessity of incorporating the label consistency into

the objective of BLS.

Secondly, we conduct experiments on UMIST to investigate the parameters selection of IPGBLS model.

The tradeoff parameters (λ1, λ2) and (k1, k2) are divided into two groups, respectively. For λ1 and λ2,

the investigation process is just the same as in IGBLS model. Figure 5 shows the experimental results,

and we can get the same results as those in IGBLS. For k1 and k2, we set k1 in {2, . . . ,Tn− 1} and k2 in

candidates {5, 10, . . . , 60}. Figure 6 shows the results with different combinations of k1, k2 on different

experimental settings. It can be seen that the performance of IPGBLS is very insensitive to the variations
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of k1 and k2. Hence we can choose the appreciate k1 and k2 in a large range. Thus, we select k1 = 5

and k2 = Tn− 1 for all the previous experiments.

5 Conclusion

In this paper, we propose a novel extension of the standard BLS, termed as GBLS, for image recog-

nition. The main contribution of this work is to consider the objective of the standard BLS from the

manifold learning perspective. A graph regularization term is incorporated into the objective function,

which achieve the minimization of the training error and manifold learning criterion simultaneously. The

adjacent matrix can be constructed from two different aspects to form two GBLS models, IGBLS and

IPGBLS. The category information is considered into IGBLS to preserve the label consistency of data.

While in IPGBLS, it simultaneously considers the geometric structure and discriminative information of

training data. Both the GBLS models share the similar objective function which has a closed-form solu-

tion, and the resulted output weights can be more discriminative. The experimental results confirm that

the GBLS models can possess superior performance for image recognition compared with the standard

BLS and several state-of-the-art recognition methods.

This paper has shown the advantage of GBLS in image recognition, we should emphasize that the

GBLS can also be applied to other recognition tasks, such as speech recognition and object detection.
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