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Abstract Energy harvesting (EH) provisioned wireless sensor nodes are key enablers to increase network

life time in modern wireless sensor networks (WSNs). However, the intermittent nature of the EH process

necessitates management of nodes’ limited data and energy buffer capacity. In this paper, a unified math-

ematical model for a cooperative EHWSN with an opportunistic relay is presented. The energy and data

causality constraints are expressed in terms of throughput, available energy, delay and transmission time.

Considering finite energy buffers, data buffers and discrete transmission rates (as defined in the standard

IEEE 802.15.4) at the nodes, different intuitive online power allocation policies at the relay are studied.

The results show that a policy achieving high throughput is less fair and vice versa. Therefore, a joint rate

and power allocation policy (JRPAP) is proposed in this study which provides a better trade off between

fairness, throughput and energy over intuitive policies. Based on the JRPAP results, we propose to use

data aggregation (DA) to achieve throughput gain at lower buffer sizes. In addition, the notion of energy

aggregation (EA) is introduced to achieve throughput gain at higher buffer sizes. Combining both EA and

DA further improves the overall throughput at all buffer sizes.

Keywords energy harvesting, energy causality, data causality, energy aggregation, data aggregation, op-

portunistic relay

Citation Yousaf R, Ahmad R, Ahmed W, et al. A unified approach of energy and data cooperation in energy

harvesting WSNs. Sci China Inf Sci, 2018, 61(8): 082303, https://doi.org/10.1007/s11432-017-9257-1

1 Introduction

In recent years, the demand for wireless sensors has increased manifold due to their usefulness in critical

applications like healthcare, agriculture, environmental monitoring, smart metering and sensor clouds.

This rapid deployment and advent of new technologies like internet of things (IoT) introduce complex

sensor network topologies that requires extensive cooperation among nodes. This cooperation leads to

higher energy consumption and it is difficult for the standard battery powered wireless sensor nodes

to meet the performance demands of throughput, delay, transmission time and simultaneously provide

lifelong operation unattended. Energy harvesting (EH) technology makes it possible for wireless sensors to

overcome these drawbacks by enabling the nodes to replenish energy from the environmental sources [1].

On the other hand, the variations in environmental conditions cause fluctuations in EH levels. Therefore,
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energy harvesting wireless sensor networks (EHWSNs) have to schedule the transmissions only when

enough energy is available which may compromise throughput.

In a cooperative EHWSN in which both the source and relay are EH nodes, the problem of maintaining

throughput becomes more complex. Recently, a lot of research have been carried out to analyze and

improve the throughput of cooperative EHWSNs. These studies can be categorized based on their

assumptions of EH profile and causality, energy policy (offline and online), energy buffer size, data buffer

size, data rates. For example, with the assumptions of infinite battery and offline knowledge of EH

profile, the throughput maximization problem has been studied in [2–4]. Introducing the constraint of a

limited battery capacity, the authors in [5] have studied the throughput in a two way relay channel with

stochastic data arrival, finite energy and data storage using decode and forward relay scheme. However,

this model assumes deterministic offline EH profile which may not be available all the time. For similar

network settings, the impact of changing the size of data and energy buffers at the two transmitting

nodes on throughput is studied in [6].

In EHWSNs the causality constraints and the environmental factors can significantly change the avail-

able energy. This dependence can be reduced by using energy cooperation or wireless energy transfer [7].

Two basic techniques that can be used for energy transfer are inductive coupling and electromagnetic

(EM) radiation [8]. This energy cooperation can be augmented by data transfer as mentioned in [9].

The source node’s capability to transfer energy along with data will help in improving the overall system

performance. Networks consisting of nodes that are capable of both scavenging energy from surroundings

and wireless charging can have significant increase in their network lifetime and throughput. Performance

analysis in terms of power and transmission outage based upon simultaneous data and power transfer us-

ing RF signal is done in [10]. Authors in [11] have studied the performance analysis of clustered EHWSN

in terms of energy efficiency using optimal power splitting ratio at the receiver and transmitter. The

authors in [7] show that the nodes in a two-hop relay network can use energy transfer and harvesting

technology to improve overall throughput. However, they have not considered the limited data buffer

capacity at the relay node.

Extending the analysis, the authors in [12] have considered a network scenario consisting of multiple

source destination pairs communicating through EH relay node. Outage probabilities for all the contend-

ing users are calculated under the assumptions of unlimited battery and buffer capacity. Throughput

analysis of a two-hop network using different relaying schemes is studied in [13] with relay node capable

of EH from the RF signal transmitted by the source node. Authors in [14] using finite battery and fixed

slot length have shown the comparison of throughput gain with and without energy cooperation. In [15],

different power allocation policies are proposed for EH relay network with relay nodes also capable of

energy cooperation among themselves.

In aforementioned previous works, the effect of energy allocation policies and transmission scheduling

techniques to improve the network performance for a given/assumed EH profile using different network

parameters is studied. However, very limited research, particularly in EHWSN, has been focused on

using realistic network parameters like discrete transmission rates, finite energy and data buffer capacity

to improve network throughput. Thus further study is required to meet the challenges caused by the

introduction of these realistic network parameters. This paper considers a cooperative EHWSN using

opportunistic relay with finite energy and data buffer. The source node’s data transmission is constrained

with the available size of the forwarding buffer of the relay node in order to avoid data overflow. Un-

like previous works [2–15], throughput analysis considers the overall network throughput. The main

differentiating contributions of this paper are given as follows.

• It mathematically presents a unified energy and data cooperation model using opportunistic relaying.

The proposed system model incorporates discrete data rates as specified by the standard for wireless

sensor networks (WSNs) and realistic parameters such as, finite data buffer and energy buffer capacities

at source and relay. The impact of energy cooperation based on energy transfer efficiency, multiple energy

harvesting arrivals at source and relay nodes and no prior information about the EH profile is analyzed.

• It applies different power allocation policies proposed in literature to study the throughput, delay

and energy response of the network. An improved joint rate and power allocation policy (JRPAP) is also
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Figure 1 (Color online) (a) System model of an EHWSN; (b) time slot diagram of EHWSN.

proposed. The impact of this policy on transmission time, energy consumption, throughput, fairness and

delay is also studied and compared with the intuitive policies.

• Opportunistic nature of the relay and its impact on overall throughput are analyzed by using energy

and data aggregation.

The rest of the paper is organized as follows. In Section 2, system model with all the network constraints

is presented. Section 3 describes the power allocation strategies at the relay node using the constraints

mentioned in Section 2. It further presents a JRPAP at the relay node. Section 4 presents simulation

results to demonstrate our solution. Finally, Section 5 concludes the paper.

2 System model

We consider an half-duplex additive white Gaussian noise (AWGN) channel with constant pathloss and

four nodes: source S, relay R, and destinations D1 (of source data) and D2 (of relay data), as depicted

in Figure 1(a). The transmitting nodes in the network are able to harvest energy and have finite data

and energy buffers. The channel gains (path loss) between S → R, R → D1 and R → D2 are represented

by hr,s, hr,d1
and hr,d2

, respectively. It is assumed that direct transmission between S → D1 is in outage

due to high path loss (poor SNR). Similar to [16], the R node consists of one energy buffer and two data

buffers, namely, main buffer and forwarding buffer as seen in Figure 1(a). The main buffer is used for the

opportunistic transmission R → D2 and forwarding buffer is used for the source transmission R → D1.

The maximum capacity of the forwarding buffer at R is denoted BCr,max. The R node receives data

from the S node and forwards it to D1. The S node can also hear this broadcast which will be used as

acknowledgment that its data is delivered to D1.

TheR node after successfully transmitting the S data acts opportunistically in the next slot, to transmit

its own data, given enough energy is available as shown in Figure 1(b). At the end of an opportunistic

transmission R → D2, the S node acquires the next transmission slot to forward its data to the R node.

We assume that the R node will not accept any new data unless it has transmitted the data received in

previous cycle(s). In this paper, only the energy required for transmission is considered [2, 17].

The S and R nodes are capable of energy cooperation (the process where the node can receive energy

from another node within the network) with the help of energy transfer unit. The S node can transfer

some portion of its energy to make the data cooperation between S and R successful. As the energy

buffer is limited, it is in the interest of the S node to transfer its energy because it can harvest more

energy in the coming EH instances. In addition to that, if it already has some stored energy then a

portion of the new harvested energy is certainly lost resulting in a buffer overflow.

For data transmission, the energy causality constraint needs to be satisfied for both the nodes, which

implies that the energy harvested in future EH intervals is not available for current transmission or for

energy transfer. The time instance at which the node harvests energy is termed as EH instance. Energy

harvested at each EH instance is saved in the energy buffer of the harvesting nodes. An online discrete
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Figure 2 (Color online) Energy arrival and data transmission at (a) source, (b) relay.

time EH profile is considered which means that the harvesting node does not have the information of

future energy arrival profile. The time between two energy arrivals is called an EH interval [18]. Energy

arriving in any particular interval is available immediately for use as shown in Figure 2. If the available

energy is less than what is required for successful transmission, the network nodes will wait for next EH

instance to make their transmission successful. The transmitting nodes are capable of changing its rate

based upon the available energy. A total transmission duration of T and L EH intervals are used for

transmitting Ms amount of data bits from the S → D1 via R. The amount of energy harvested Eh by S

and R nodes is denoted as Eh,s and Eh,r, respectively. The length of EH interval is represented by l. At

the start of an EH interval the energy available at S and R nodes is stored in the batteries of maximum

capacity Es,max and Er,max, respectively. The energy transferred to the R node depends upon the energy

transfer efficiency coefficient 0 < α 6 1. Let δ be the amount of energy transferred to the R node then αδ

amount of energy is received by the energy buffer. With the assumption that the channels are static, the

value of α remains the same for complete transmission. During the EH process, at the start of each j-th

interval with j = {1, . . . , L} the amount of energies available at S and R nodes are Eava,s(j), Eava,r(j),

respectively and is given as follows:

Eava,s(j) = Eh,s(j) + Eava,s(j − 1), (1)

Eava,r(j) = Eh,r(j) + Eava,r(j − 1), (2)

During the j-th EH interval, the i-th transmission slot is represented by ij and the amount of energy

available during the ij slot is denoted by Eava,s(ij,s), Eava,r(ij,r), respectively where ij = {1, . . . , Nj}

representing variable number of transmission slots within an EH interval. The indexing variables for

transmission slots are given as ij,s, ij,r and i′j,r such that {ij,s ∪ ij,r ∪ i′j,r ∈ ij}, ij,s 6= ij,r 6= i′j,r. During

an EH interval, ij,s, ij,r and i′j,r are the transmission slots assigned for S → R, R → D1 and R → D2

data transmission, respectively. The energy available to S and R nodes at the start of each transmission

slot can be written as

Eava,s(ij,s) =

{

Eh,s(ij,s) + Eava,s(Nj−1,s), ij,s = 1j,s,

Eava,s((i− 1)j,s)− Etx,s(τx((i − 1)j,s))− δ((i − 1)j,s), ij,s > 1j,s,
(3)

Eava,r(ij,r) =

{

Eh,r(ij,r) + Eava,r(Nj−1,r), ij,r = 2j,r,

Eava,r((i− 1)j,r)− Etx,r(τx((i− 1)j,r)) + αδ((i − 1)j,r), ij,r > 2j,r,
(4)

where, Etx,s (τx((i− 1)j,s)) and Etx,r (τx((i− 1)j,r)) is the amount of energy consumed by the S and R

node in (i−1)-th transmission slot of length τ at rate x (x ∈ {x1 = 250 kbps, and x2 = 1 Mbps }), during

j-th EH interval. The transmission power of S node in slot i is represented by Ptx,s(τx(ij,s)), where as the

transmission power of R → D1 and R → D2 is denoted by Ptx,r(τx(ij,r)) and Ptx,r(τx(i
′
j,r)), respectively.

The values of Ptx,s(τx(ij,s)), Ptx,r(τx(ij,r)) and Ptx,r(τx(i
′
j,r)) can be calculated as follows:

Ptx(τx(ij)) =
N0W

h

(

2x(ij)/W − 1
)

, (5)

where, N0 is the noise spectral density, x is the rate and W is the channel bandwidth. From Figure 1(a)

we can see that the energy buffer of R node have three different types of energies. Red lines represent
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energy being transferred from the source, yellow lines represent harvested and black lines show the energy

available from the previous interval.

Energy constraint. The maximum available energy for transmission is upper bounded by the maxi-

mum battery capacity. At any slot ij the energies of S and R nodes are bounded by

0 6 Eava,s(ij,s) 6 Es,max, (6)

0 6 Eava,r(ij,r) 6 Er,max. (7)

Data buffer constraint. As mentioned before, the R node consists of finite size forwarding data

buffer. This puts an additional constraint on the data transmission from S → R. Therefore, the data to

be transmitted should not exceed the buffer size for reliable communication. In addition to that, data

causality constraint implies that the data cannot be transmitted before its arrival [19]. This constraint

can be expressed as

0 6
∑

ij,s∈ij

τx(ij,s)x(ij,s)−
∑

ij,r∈ij

τx(ij,r)x(ij,r) 6 BCr,max. (8)

It is also evident from the above constraint that the buffer capacity acts as bottleneck for the S data

packet size. Let BCr,ij be the buffer capacity at slot ij and Z is the size of the data packet, then under

the assumption

Ptx,s(τx(ij,s)) = 0 for BCr,max − BCr,ij,r < Z. (9)

With all the constraints mentioned in Eqs. (6)–(9), the network throughput problem can be formulated

as follows:

ρnet = ρs,d1
+ ρr,d2

, (10)

where, ρs,d1
and ρr,d2

is the throughput achieved from S → D1 and R → D2, respectively. If Ms is the

total amount of S data then the effective throughput from S → D1 is given as

ρs,d1
=

Ms

T
=

Ms
∑L

j=1(
∑Nj

ij,s=1 τx(ij,s) +
∑Nj

ij,r=2 τx(ij,r) + ∆(j))
, (11)

where, ∆(j) is the delay. If the available energy at a transmitting node is less than what is required for

a successful transmission, the network nodes will wait for next EH interval to make their transmission

successful. This wait time is called delay, denoted by ∆, shown in Figure 2. For the assumed system

model, the R node being opportunistic does not suffer any delay for its own data. The total delay suffered

by S node is given by the following equation:

∆ =
L
∑

j=1



l(j)−

Nj
∑

ij,s

τx(ij,s)−

Nj
∑

ij,r

τx(ij,r) +

Nj
∑

i′
j,r

τx(i
′
j,r)



. (12)

If Mr is the total amount of the R data then the effective throughput from R → D2 is given as

ρr,d2
=

∑L

j=1

∑Nj

i′
j,r

∈ij
x(i′j,r)τx(i

′
j,r)

∑L

j=1(
∑Nj

ij,s=1 τx(ij,s) +
∑Nj

ij,r=2 τx(ij,r) + ∆(j))
. (13)

Using Eqs. (7)–(9) the objective function can be expressed as

argmax
x(ij)∈{x1,x2}

{E [ρnet]} ,

s.t. 0 6 Eava,r(ij,r) 6 Er,max,

Ptx,s(τx(ij,s)) = 0 for BCr,max − BCr,ij,r < Z,

0 6
∑

ij,s∈ij

τx(ij,s)x(ij,s)−
∑

ij,r∈ij

τx(ij,r)x(ij,r) 6 BCr,max.

(14)
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The computational complexity to solve the above objective function optimally increases exponentially

with the number of EH intervals [20]. Conventional sub-optimal solution such as MDP [17] are also

computationally expensive. Therefore, in the following we propose a JRPAP based on existing heuristics

and intuitive allocation policies [12,19]. In addition, a practical upper bound based on single step offline

energy arrival has also been presented in Subsection 4.3.

3 Power allocation policies

This section presents three power allocation policies from the existing literature [12,19] and applies it to

the system model given in Section 2.

3.1 Generous power allocation (GPA)

In optimal transmission policy [19] assuming an offline EH arrival profile, the transmission rate increases in

time and remains constant within an EH interval. Furthermore, whenever the transmission rate changes

the energy consumed upto that instance is equal to the energy harvested upto that instance with no

constraint on maximum battery size. Inspired by the optimal transmission policy, GPA for the proposed

system model is presented. Therefore, with realistic constraints such as online EH profile and finite

battery capacity the opportunistic R node will allocate power such that R → D1 transmission occurs at

the maximum possible rate. This maximum possible rate can be calculated from Eava,r(ij,r), and the

transmission power required for 250 kbps and 1 Mbps. After R → D1 transmission, the remaining power

is assigned to opportunistic R → D2 transmission.

3.2 Equal power allocation (EPA)

In equal power allocation [12], the R node will equally divide the total power available among all the

relaying transmissions. However, for comparison purpose the EPA is modified such that the R node

equally divides the total available power for R → D1 and R → D2 transmission. Depending upon the EH

profile, this power allocation can lead to scenarios in which neither R → D1 nor R → D2 transmission is

possible. The R node has to wait for next EH interval to make the R → D1 transmission. In the next

EH interval, instead of splitting the energy, all the available energy is assigned to R → D1 transmission

in order to avoid delay.

3.3 Transfer power allocation (TPA)

In non cooperative individual transmission policy [12], the power harvested from the i-th source is used

by the R node to forward its data to i-th destination. Therefore, for the proposed system model using

TPA, the R node only allocates the transferred energy for R → D1 transmission. If the transferred energy

is not enough for the S data, R node will wait for the next EH interval. In the next EH interval all the

available energy is assigned to R → D1 transmission.

Pava,r(ij,r) = αδ(ij,s). (15)

3.4 Proposed policy: joint rate and power allocation policy (JRPAP)

In a cooperative EHWSN, the network performance is directly linked to resource allocation such as power

assignment made at the R node. To achieve desirable network throughput is a challenging problem in

scenarios where the R node also has its own data to transmit. In such a network, power assignment

should be made such that both the nodes get a chance to transmit data in order to improve network

throughput and satisfy the delay, energy and data buffer constraint. Different power allocation policies

based upon the proposed system model are discussed above. However, in all the above mentioned policies

the throughput of either S → D1 or R → D2 is compromised due to the power distribution made at the

R node. For example, if EPA is used then there are chances that no transmission at R node can occur,
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Algorithm 1 Joint rate and power allocation policy

Input: x1=250 kbps, x2=1 Mbps, Eava,r(ij,r), Preq(τx(ij,r)) = Ptx(τx(ij)), τx(ij,r), Pava,r(ij,r) =
Eava,r(ij,r)

τx(ij,r)
, Er,max,

L.

1: for j = 1 to L do

2: Eava,r(ij,r) = Eava,r(ij,r) +Eh,r(ij,r);

3: Eava,r(ij,r) = min(Eava,r(ij,r), Er,max);

4: if Pava,r(ij,r) > Preq(τx2(ij , r)) then

5: if Pava,r(ij,r) > 2Preq(τx2(ij , r)) then

6: Pava,r(i′j,r) = Pava,r(ij,r)− Preq(τx2(ij,r));

7: else

8: Pava,r(ij,r) = Pava,r(i′j,r) =
Pava,r(ij,r)

2
;

9: if Pava,r(ij,r) 6 Preq(τx2(ij , r)) then

10: if Pava,r(ij,r) > Preq(τx1(ij , r)) then

11: Pava,r(i′j,r) = Pava,r(ij,r)− Preq(τx1(ij,r));

12: else

13: Wait for next energy harvesting interval;

14: Goto Eava,r(ij,r);

15: end if

16: end if

17: end if

18: else if Pava,r(ij,r) > Preq(τx1(ij , r)) then

19: Pava,r(i′j,r) = Pava,r(ij,r)− Preq(τx1(ij , r));

20: else

21: Wait for next energy harvesting interval;

22: Goto Eava,r(ij,r);

23: end if

24: end for

Output: Calculate throughput based on the selected rate and power allocation.

if EH level is less than twice the energy required for transmission at 250 kbps. However, this may not

be the case in GPA as it is more tilted towards the source data. TPA suffers from low power efficiency

and thus low throughput. In addition, the intermittent nature of the EH process makes it difficult to use

a specific power allocation policy for the complete transmission. Therefore, to cater for random energy

arrivals it is necessary to use a joint rate and power allocation that can achieve a better overall network

throughput.

In this paper, we propose a JRPAP which is given in Algorithm 1. In this policy, decision at the R

node is formulated to act in the best interest of R → D1 and R → D2 transmission. Once the data and

energy from the S node arrives at relay, it has to dynamically decide the rate and allocate power for the

R → D1 transmission. The R node will first select transmission rate to be used for R → D1 transmission.

For instance if rate x2 = 1 Mbps is selected for data transmission, the node will check if the available

power is twice the amount of the power required (calculated using Eq. (5)) for R → D1 transmission.

Checking this condition ensures that enough energy will be available to opportunistically transmit data

even after R → D1 transmission at highest rate possible. Therefore, during a transmission slot where this

condition is satisfied, the R node will assign the required power, Preq(τx2
(ij , r)) for R → D1 transmission.

In the next transmission slot, using the remaining power the R node will opportunistically transmit its

data R → D2. In scenarios, where at the start of a transmission the amount of power available at the

R node is between Preq(τx2
(ij , r)) and twice Preq(τx2

(ij , r)), the R node will be reluctant in allocating

all its available power to R → D1 transmission. The R node is justified for this behavior because if it

assigns all the available power for R → D1 transmission then there might be a case where little or no

energy remains for R → D2 transmission. Therefore, in order to avoid the energy depletion state, the R

node will prefer to allocate half of its available energy for R → D1 transmission and the remaining half

for its own transmission R → D2. Once the power is equally divided, the data from R → D1 and R → D2

is transmitted at 250 kbps.

However, if the rate x1 = 250 kbps is selected for data transmission, the R node will assign

Preq(τx1
(ij, r)) for R → D1 and the remaining energy will be used for R → D2 transmission. In an

EH interval where the available energy is below Preq(τx1
(ij, r)) no transmission is possible and the R
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Table 1 Simulation parameters

Name and variable Value

Length of EH interval l 12.5 ms

Energy transfer efficiency α 0.2

Data rates ρ [22] 250 kbps and 1 Mbps

Max buffer capacity BCr,max 500–1100 bits

Data length Ds 20000 bits

Bandwidth W 1 MHz

Noise spectral density N0 10−19 W/Hz

hr,s, hr,d1 & hr,d2 −110 dB

Er,max and Es,max 15 µJ

node will have to wait for the next EH instance. We envisioned that this intelligent decision making

based on available power at the R node, ensures both the transmissions. This in turn will be able to

achieve fairness in terms of throughput. Since our metric of interest is throughput we apply Jain’s fairness

index [21] which is given by the following formula:

F (ρs,d1
, ρr,d2

) =
(ρs,d1

+ ρr,d2
)2

2(ρs,d1

2 + ρr,d2

2)
. (16)

4 Simulation results

This section presents a comparison of GPA, EPA, TPA, and the proposed JRPAP in terms of network

throughput, energy efficiency, delay, transmission time and fairness. The system parameters used are

listed in Table 1. The EH profile used follows a uniform distribution with Emean = 5 × 10−6
µJ and

1 × 10−6
µJ for S and R nodes, respectively. For simplicity, the size of S node packet, denoted by Z is

always taken equal to BCr,ij .

4.1 JRPAP results

Figure 3 shows the comparison of network throughput ρ achieved by all the power policies for different

sizes of R node buffer. It is evident from the figure that for all the policies throughput increases as the

buffer size increases. JRPAP achieves throughput gain of 11%, 12% and 30% at buffer length of 1100 (bits)

over policies GPA, EPA and TPA, respectively. At lower buffer size, the EPA and GPA have approxi-

mately the same throughput. At higher buffer size GPA throughput is slightly high. Since GPA is pro

source, it allocates majority chunk of energy to R → D1. However, at times using EPA can result in

energy allocation which can starve both R → D1 and R → D2 transmission.

Figure 4 shows the amount of time spent by each policy to transmit complete source data (S → R →

D1). This transmission time includes the total time spent by S and R nodes and the delays suffered due to

opportunistic transmission and/or unavailability of energy. From Figures 3 and 4 it can be observed that

for almost the same amount of transmission time, JRPAP outperforms EPA and GPA. The delay suffered

by source data (S → R → D1) is demonstrated in Figure 5. With increasing buffer size the amount of

energy spent per packet also increases, this results in less amount of energy available for opportunistic

data transmission and thus the delay due to it decreases.

The network energy consumption shown in Figure 6 includes both the energy consumed at S and R

nodes for complete transmission of source data (T sec). It is evident from the results that with the

increase in buffer size the energy consumption decreases as the number of packets required to transmit a

fixed amount of source data decreases. The energy consumption of TPA is relatively high as compared

to other three policies which is due to its biased nature that allows more transmission opportunities to

R → D2.
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Figure 3 (Color online) Network throughput vs. relay

buffer capacity.

Figure 4 (Color online) Transmission time vs. relay

buffer capacity.
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Figure 5 (Color online) Source delay vs. relay buffer ca-

pacity.

Figure 6 (Color online) Network energy consumption vs.

relay buffer capacity.

In Figure 7, the comparison of no energy cooperation and energy cooperation is presented. It also

shows the impact of energy transfer efficiency α on achievable throughput at buffer size 1100 bits. It is

evident from the figure that throughput increases as the value of α increases from 0, that is no energy

cooperation, to 1. More specifically, an increase of 2% and 8% is observed at α= 0.2 and 1, respectively

for JRPAP.

Fairness in terms of network throughput for each policy is shown in Figure 8. Fairness decreases with

the increase in buffer size. This is due to increase in per packet energy consumption for R → D1 and

lesser opportunities for R → D2. TPA achieves maximum fairness of 0.96 at buffer size of 1100 bits by

compromising achievable throughput by approximately 30% compared to JRPAP. JRPAP on the other

hand achieves 0.89 fairness while maintaining high throughput gains.

4.2 Throughput analysis using different channel conditions

In order to analyze the impact of channel variation, throughput performance of AWGN channel (with

constant pathloss) and Rayleigh fading channel are compared. From Figure 9, it is evident that when

AWGN channel is considered, the achievable throughput is maximum. For this system model, throughput

of AWGN channel acts as the upper bound. However, the throughput achieved for the second scenario

where it is assumed that the receiver side information (the power is adjusted according to the channel
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Figure 7 (Color online) Network throughput vs. energy

transfer efficiency.

Figure 8 (Color online) Throughput fairness vs. relay

buffer capacity.
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Figure 9 (Color online) Network throughput vs. relay

buffer capacity.

Figure 10 (Color online) Network throughput vs. relay

buffer capacity.

gain) is available at the transmitter, is relatively low than the simple AWGN channel. In addition, the

throughput will degrade further without any information about the receiver side channel conditions.

4.3 Performance upper bound

The optimal solution of the objective function presented in (14) requires offline knowledge of all the

energy arrivals. Such a solution is of little practical value as the computational complexity associated

with it will be very high, as often found in the case of dynamic programming [23]. This makes it difficult

to implement in EHWSNs. To provide a practical upper bound, we assume an offline knowledge of only

the next energy arrival. This knowledge can be practically achieved through energy forecasting [24].

Figure 10 shows that tailoring joint rate and power allocation policy serves as performance upper bound

for JRPAP. This scheme is called offline power allocation (OPA) policy. In OPA, the transmitting

node has information about the current and following EH instance. Using this information, the R node

assigns transmission rate for the current slot such that there is enough remaining energy to support

data transmission in the next transmission slots. Figure 10 shows that OPA achieves higher throughput

than JRPAP. There is no significant difference between OPA and JRPAP at lower buffer sizes, mainly

due to small energy expenditure of transmitting packets. However, at large buffer sizes OPA provides a

much better throughput as packet transmission energy is comparatively high and the knowledge of next

EH instance helps in scheduling packets and managing residual energy. Although not shown here, the

throughput further increases as the knowledge of more EH instances is incorporated.
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4.4 Joint rate and power allocation policy with energy and data aggregation (JRPAP-

EDA)

From the results of Figure 3 it can be concluded the throughput achieved by all policies including

JRPAP at smaller buffer sizes is relatively low. However, at higher buffer sizes significant gain in term of

throughput is achieved by JRPAP. This necessitates the need of data aggregation (DA) [25]. Since the

forwarding buffer size for the S node data is fixed, we only consider the DA on the relay’s opportunistic

data. To the best of our knowledge, the DA for an opportunistic scenario has not been considered before.

This policy is called JRPAP-DA and it allows transmission of the aggregated data when maximum

allowable packet size is reached. This aggregated data is transmitted based on the procedures defined in

JRPAP.

Since EHWSN is energy-constrained, we also introduce the notion of energy aggregation (EA) for relay’s

opportunistic packets. To the best of our knowledge, this has also not been studied before. It is envisioned

that using EA for successful transmission of aggregated data can increase opportunistic transmissions of

the R node, thus increasing the overall network throughput. This variation is called JRPAP-EDA. In

this policy, similar to JRPAP-DA the relay opportunistic data is aggregated till it satisfies the maximum

allowable packet size [22]. Furthermore, energy for opportunistic data is also aggregated for successful

transmission of this aggregated packet at the highest supportable rate. Thus, over coming the chance of

energy overflow due to finite energy buffer. The JRPAP-EDA policy simplifies to JRPAP-EA when relay’s

opportunistic packet size is similar in size to the source packet. In this scenario, no DA will take place

as it is assumed that relay’s opportunistic data is always available. In addition, if the energy available

for R → D2 transmission is less than what is required for 250 kbps, the residual energy is reserved for

opportunistic data. It is further combined with the residual energy of the next EH interval to facilitate

opportunistic transmission.

A throughput comparison between the three policies and JRPAP is shown in Figure 11. From the

result, it is evident that using EA results in throughput gain at higher buffer sizes as compared to

JRPAP, whereas, a gain in throughput at lower buffer sizes is observed when DA is used. This DA

gain is due to availability of higher residual energy for the aggregated opportunistic data at lower buffer

sizes. The gain in EA at higher buffer sizes is mainly due to the reservation of the residual energy for

opportunistic transmissions. As shown in Figure 11, a combination of both EA and DA, JRPAP-EDA

with 127 byte relay packet, can give throughput gains at all the buffer sizes.

In the following, we compare energy, delay and fairness results of JRPAP with JRPAP-EDA where the

R → D2 data packet sizes for JRPAP-EDA are 37 and 127 bytes. The delay suffered by the source data

(S → R → D1) using JRPAP-EDA is shown in Figure 12. The delay of JRPAP-EDA with 127 bytes

relay packet, at small buffer size is highest, whereas, the delay of JRPAP-EDA with 37 bytes relay packet

is the lowest. This is because, JRPAP-EDA with 127 bytes relay packet leaves less residual energy for

forwarding the source packet. Furthermore, as the buffer size increases the delay value of JRPAP-EDA

with 127 bytes relay packet is almost comparable to JRPAP because at higher buffer sizes the source

packet size reaches the DA limit. Figure 13 shows that the R node has to spend more energy in order to

achieve high throughput using JRPAP-EDA with 127 bytes.

Figure 14 shows that fairness of JRPAP-EDA with 127 bytes relay packet initially increases, however,

as the buffer size is increased this trend changes. The initial trend is mainly due to an increase in packet

size of R → D1 transmission. It can be seen that the fairness of JRPAP-EDA with 127 bytes relay

packet peaks at 800 bits (100 bytes) buffer size which is less than the size of DA limit, 127 bytes. The

mismatch in packet size is equated by the priority of R → D1 transmission, resulting in same throughput.

A decrease in fairness is observed as the packet size increases beyond 800 bits this is because the energy

requirement increases for the R → D1 transmission thus decreasing the transmission opportunity of

the R → D2 transmission. Even though fairness of JRPAP-EDA with 127 bytes relay packet decreases

beyond 800 bits it still depicts highest fairness compared to JRPAP and JRPAP-EDA with 37 bytes relay

packet mainly because of EA (as evident from the Figure 11). JRPAP-EDA with 37 bytes relay packet

has the lowest fairness due the fact that the throughput for S → D1 dominates with the increasing buffer
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Figure 11 (Color online) Network throughput vs. energy

transfer efficiency.

Figure 12 (Color online) Source delay vs. relay buffer

capacity.
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Figure 13 (Color online) Network energy consumption

vs. relay buffer capacity.

Figure 14 (Color online) Throughput fairness vs. relay

buffer capacity.

size. Furthermore, using Figures 11–14 it can be observed that JRPAP-EDA with 127 bytes relay packet

achieves highest throughput and comparable fairness at a cost of relatively high energy consumption and

delay for the source data.

5 Conclusion

This paper presents a unified energy and data cooperation model in a cooperative EHWSN with an

opportunistic relay. By applying different intuitive power allocation policies at the relay such as GPA,

EPA and TPA, throughput, fairness, delay, energy and transmission time of EHWSN are studied under

data and energy causality constraints. The results show that for the above policies and given EH profile,

increasing the data buffer size causes a decrease in energy consumption, delay and transmission time as

it curtails relay’s opportunistic behavior and compromises its throughput. The results show that GPA

achieves highest throughput, whereas, TPA provides highest fairness. Specifically no single intuitive

policy stands out in terms of all the performance parameters, therefore, a novel and opportunistic power

allocation policy named JRPAP at the relay is proposed. It performs significantly better than the intuitive

policies and maintains a balance between the performance matrix of EHWSNs. A throughput gain of 30%

is observed over TPA which using JRPAP. JRPAP also achieves a comparable fairness of 0.89 against 0.96

of TPA. In all the policies, since, there is no significant throughput gain at lower buffer sizes, therefore,

a modified version of JRPAP, JRPAP-EDA is proposed which combines both EA and DA for relay’s

opportunistic data. JRPAP-EDA with 127 bytes relay packet depicts network throughput gain at all
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buffer sizes over JRPAP, JRPAP-EA and JRPAP-DA. In essence relay buffer capacity is a key factor in

determining the trade offs that exist between energy consumption, source delay and fairness. In addition,

an optimal buffer size for R → D1 transmission exists which can provide ideal fairness. The future work

is focused on determining the optimal buffer capacity for overall performance improvement in EHWSNs.
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