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Abstract In the past few years, conventional digital IC technologies have developed rapidly and the device

structures have shrunk down to the quasi-ballistic region which strongly affects the device characteristics.

The usage of the steady-state transport model and the parameters of the drift-diffusion (DD) method may not

correctly model the performance of these devices, including the velocity distributions of the carriers. Several

previous studies have suggested modifying the transport parameters of the DD model to continue using it

in the quasi-ballistic region. In this paper, a Monte Carlo (MC) simulator is used to calibrate the transport

parameters of the DD model for silicon FinFETs. The device features obtained via the parameter-calibrated

DD model fit well with the MC simulator. The trends of the calibration factors are also investigated for

varying drain voltage, gate voltage, fin width and gate length.
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1 Introduction

As devices scale down to the quasi-ballistic region, the carriers suffer only one or a few scattering events

in the channel under a high electric field [1–4]. Quasi-ballistic transport, which strongly affects the device

characteristics, has been studied using modeling and simulations [5–14].

The drift-diffusion (DD) model is widely used in technology computer aided design (TCAD) tools due

to its efficiency [15]. However, the usage of the steady-state transport model and the parameters of the

DD model may not correctly model the performance of devices, including the velocity distributions of

the carriers. Early researchers proposed a method using the measured effective carrier velocity, which

is a function of the gate voltage instead of the constant saturation velocity [8]. The measurement of

the effective velocity is based on experimental data and only devices with gate lengths of approximately

100 nm have been verified. This method cannot be used in simulation studies in the quasi-ballistic region.

By solving the Boltzmann transport equation (BTE) deterministically or using statistical Monte Carlo

(MC) methods, the quasi-ballistic transport properties can be more accurately acquired. Devices whose

channel materials are silicon or III-V materials have been investigated using BTE solvers [9–12]. However,

for present technology nodes, solving the BTE deterministically requires a large amount of computation.

Some researchers have coupled the BTE solver in the channel region with the DD equation solver in the
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Figure 1 The structure schematics of simulated FinFETs.

source/drain region to obtain the quasi-ballistic transport properties [10]. Nevertheless, this method is

still time-consuming and difficult to use directly in industrial research and applications.

The full band Monte Carlo method can investigate the quasi-ballistic transport [16]; however, this is also

very time-consuming. Some previous studies have suggested modifying the transport parameters of the

DD model to continue using the DD method in the quasi-ballistic region [11,17,18]. For III-V materials,

the physical models in commercial TCAD tools are not sufficiently mature. Therefore, the calibrations

of III-V materials primarily focus on model optimization [11]. Silicon is widely used in scientific research

and production, and the models of silicon in commercial TCAD tools are relatively good except for the

underestimation in the quasi-ballistic region. Therefore, a fast and accurate calibration procedure is

required, especially in industrial production.

In this paper, based on the comparison of the FinFET characteristics in the quasi-ballistic region using

the DD and MC methods, a procedure is developed to calibrate the transport parameters of the DD

model using the MC simulation results to include the quasi-ballistic transport effect in the DD method.

2 Device and methodology

A 16-nm n-type FinFET, as shown in Figure 1, is simulated using the DD and MC methods. The fin

width is 8 nm, and the equivalent oxide thickness is 1 nm. The doping concentrations of the channel

and source/drain regions are 1016cm−3 and 1020cm−3, respectively. Due to the symmetry of FinFETs,

a 2D section can be simulated for simplification and efficiency. Sentaurus TCAD [19], which is based

on the drift-diffusion transport model and includes low field effective mobility (µ0), high field saturation

model [20], and the Philips unified mobility model [21] ((1)–(7)) was used. The quantum correction and

other models were not considered because the focus in this paper is on the calibration of the parameters

for the transport properties of the carriers. The parameter-calibrated transport models together with

other models can be used to investigate the characteristics of a specific set of devices.
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Figure 2 (Color online) The Id-Vd curves of 16 nm gate

length FinFET obtained from MC and DD.

Figure 3 (Color online) The electron velocity distribu-

tions obtained via the DD and MC methods with different

gate lengths. The solid intersections are the inject velocities

and the open symbols are the maximum velocities.
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The full-band ensemble Monte Carlo simulator [16,22–24] including the major scattering mechanisms,

such as phonon scattering, impact ionization scattering, and ionized impurity scattering, was used to

calibrate the parameters of the DD model.

3 Calibration procedure

The device behaviors in the quasi-ballistic region were studied via a 16-nm gate length FinFET using

both the DD and MC methods. The output characteristic curves with different gate voltages are shown in

Figure 2. The drain current obtained via the MC method is lower than that obtained via the DD method

at a low drain bias. As the drain bias increases, the current obtained via the MC method becomes larger

than that obtained via the DD method. When the drain bias and the electric field in the channel become

larger, the carriers in the channel suffer fewer scattering events. The original DD model therefore likely

underestimates the on-state current.

The obvious difference in the simulation results between the DD and MC methods is the distribution

of the electron velocity in the channel, as plotted in Figure 3. The carrier velocity in the channel obtained

via the MC method overshoots and is significantly larger than the one obtained via the DD method, which

is restricted by the high field saturation model. In the MC simulation, the carriers move in the real and

momentum spaces subject to external forces and scattering events. As the electric field increases and the

gate length decreases, the carriers are accelerated and the velocity of the carriers is large enough that the

carriers can pass through the channel and only suffer a few scattering events. Therefore, the maximum

velocity in the channel obtained via the MC method increases when the gate length decreases. In the

DD simulation, the velocity saturation model sets a limitation on the maximum velocity. Therefore, the

maximum velocities look nearly the same for different gate lengths.
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Figure 4 A flow chart of the calibration of the DD model parameters with the MC simulation.

The original DD model needs to be calibrated to be used in the quasi-ballistic region. To achieve an

accurate and efficient simulation method, a transport parameter calibration procedure was proposed, as

shown in Figure 4. Two target variables (vmax, vinj) and two calibration parameter factors (fvsat, fµmax)

are considered, where

• vmax is the maximum velocity in the channel;

• vinj is the velocity at the top barrier in the channel;

• fvsat is a multiplication factor of the saturation velocity;

• fµmax is a multiplication factor of µmax that represents the low-field mobility in the channel in the

Philips unified mobility model.

In the DD method, the carrier velocity is limited to a lower value due to the velocity saturation model.

By calibrating the saturation velocity (2) of the velocity saturation model in the DD method according

to the maximum velocity obtained via the MC method, the carrier velocity in the channel can reach

the quasi-ballistic transport state. In the DD method, mobility models are used to reflect the transport

characteristics of the channel. The low field mobility ((3)–(7)) is one of the important parameters in the

mobility model, which represents the average carrier velocity under a low electric field. In devices with

longer gate lengths, the current density can be estimated via the transport mobility, which is acquired

via the low field mobility and other factors. The original models and parameters in the DD method

could not accurately describe the carrier transport in the quasi-ballistic region. In ballistic theory, the

transport properties are represented by the carrier velocity and the charge at the top of the potential

barrier. By calibrating the low field mobility of the mobility model in the DD method according to the

inject velocity obtained via the MC method, the DD method can be used to approximately simulate the

transport characteristics in the quasi-ballistic region.

In step 1, fvsat is first adjusted to match vmax,dd with vmax,mc. Then fµmax is adjusted to match vinj,dd
with vinj,mc using the selected fvsat,s1. In step 2, a global optimization is performed to optimize fvsat and

fµmax.

A 16-nm gate length FinFET was used to verify the calibration method. First, a set of fvsat from 1.0

to 2.0 was chosen, and the velocity distributions obtained via the DD method are shown in Figure 5. The

maximum velocity versus fvsat is plotted in the inset. fvsat,s1=1.705 was chosen at the intersection of the

inset in Figure 5 to match vmax,dd and vmax,mc. Then, a set of fµmax from 0.1 to 1.0 with fvsat=1.705 was

entered into the DD simulation and the velocity distributions were obtained via the DD method as shown

in Figure 6. The injection velocities versus fµmax are plotted in the inset, and fµmax,s1=0.176 is chosen

to match the vinj,dd and vinj,mc. As we can see in Figure 6, fµmax has some effect on vmax; therefore, a
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Figure 5 (Color online) The velocity distributions ob-

tained via the MC and DD methods for different fvsat. The

vmax obtained via the DD method for different vsat in two

steps are shown in the inset (lines with symbols) and the

vmax obtained via the MC method is fixed as a horizontal

line.

Figure 6 (Color online) The velocity distributions ob-

tained via the MC and DD methods for different fµmax.

The vinj obtained via the DD method for different µmax in

two steps are shown in the inset (lines with symbols) and

the vinj obtained via the MC method is fixed as a horizontal

line.
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Figure 7 (Color online) The electron density and electric potential distributions obtained via the MC simulation (sym-

bols), the original DD simulation (line), and the calibrated DD simulation (dash line) at Vds = Vgs = 0.6 V.

global optimization is necessary. The adjustment of fvsat,s2 in step 2 uses fµmax,s1 instead of 1.0, followed

by the calibration of fµmax,s2. Then, the final calibration factors fvsat,s2=1.803 and fµmax,s2=0.165 are

obtained.

4 Results and discussion

As shown in Figure 7, the distributions of the electron density and the electric potential obtained via the

parameter-calibrated DD model are closer to the MC method than to the original DD method. Therefore,

the parameter-calibrated DD model can be used to approximately simulate the device properties in the

quasi-ballistic region.

The tendencies of the inject velocity and the maximum velocity with varying gate length and fin width

are plotted in Figures 8 and 9, respectively. The inject velocity obtained via the MC method is larger

than that obtained via the DD method when the gate length is small, and the inject velocity obtained

via the MC method decreases faster than that obtained via the DD method with increasing gate length.

The maximum velocity obtained via the MC method increased when the gate length decreased, while

the maximum velocity obtained via the DD method looks nearly the same at different gate lengths. The

variations in the target variables with fin width are not obvious because the surface roughness scattering

was not considered in this study.
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Figure 8 (Color online) The inject velocity for different

gate lengths and fin widths obtained via the DD (red) and

MC (black) methods.

Figure 9 (Color online) The maximum velocity for differ-

ent gate lengths and fin widths obtained via the DD (red)

and MC (black) methods.
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Figure 10 (Color online) Gate length dependencies of the

calibration parameters fvsat and fµmax obtained via the

calibration procedure.

Figure 11 (Color online) The on-state current for differ-

ent gate lengths obtained via the MC simulations (squares)

and DD simulations (circles) at Vds = Vgs=0.6 V. The cali-

brated DD simulation results (triangle, dashed line) are also

plotted.

The calibration procedure was applied to devices with different gate lengths. The gate length depen-

dencies of the calibration factors are shown in Figure 10. As the gate length decreased, the saturation

velocity increased while the low-field mobility was reduced, which is closer to the characteristics of quasi-

ballistic transport. The fin width dependencies of the calibration factors with a 16-nm gate length are

shown in Figure 10 with triangle markers, and the difference is not obvious.

The on-state current for different gate lengths is shown in Figure 11. The current value obtained via

the MC method is larger than that obtained via the DD method when the gate length is small, while a

large gate length has the opposite trend. The current obtained via the parameter-calibrated DD method

at the lower gate length increases and is much closer to that obtained via the MC method.

To employ the model parameter calibration progress, the calibrated parameters need to be tolerant

of the bias conditions. Then, the calibrated DD model can be used to study the output and transfer

characteristics of a given device because the model parameters are not easy to calibrate and modify

simultaneously with the changing bias.

Figures 12 and 13 show the variation in the inject velocity and maximum velocity with respect to the

drain and gate voltages. As the drain voltage decreases, the electric field in the channel decreases and

the average velocity that carriers may reach is decreased. At the low electric field, the carrier velocity is
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Figure 12 (Color online) The inject velocity and maxi-

mum velocity for different drain voltages obtained via the

DD (original and calibrated) and MC methods.

Figure 13 (Color online) The inject velocity and maxi-

mum velocity for different gate voltages obtained via the

DD (original and calibrated) and MC methods.

lower than the saturation velocity of the velocity saturation model in the DD method and the maximum

velocity decreases. Therefore, the maximum velocity obtained via the original DD method remains the

same at the high drain voltage and decreases at low drain voltage. The maximum velocity obtained via the

MC method increases as the drain voltage increases and is not limited by the velocity saturation model.

By calibrating the parameters in the DD method at the on-state, the maximum velocity can exceed the

limit as the drain voltage increases. However, due to the tradeoff between the maximum velocity and

the inject velocity, the low field mobility is reduced at high drain voltage. Then, the maximum velocity

obtained via the calibrated DD method at low drain voltage is slightly lower than that obtained via the

MC method and the original DD method. In the original DD method, the distribution of the velocity

remains consistent with different voltages and the tendencies of the maximum velocity and the inject

velocity at different voltages are similar. In the parameter-calibrated DD method, the inject velocity

slightly increases at high drain voltage and decreases at low drain voltage compared to the original DD

method, which is closer to the MC method.

The influence of the gate voltage on the maximum velocity and inject velocity is not obvious. The

maximum velocity obtained via the MC method slightly decreases when the gate voltage increases. This

may be induced by the gradually enhanced carrier-carrier scattering in the channel. The difference in the

current in Figure 2 between several gate voltages is due to the different carrier densities in the channel.

Therefore, the calibrated parameters of the DD method in the on-state can be used within a certain range

of drain and gate voltages.

5 Conclusion

FinFET transistors in the quasi-ballistic region are studied using both DD and MC methods. The

DD method is quicker and more efficient; however, the MC method may represent the quasi-ballistic

characteristics well. A two-step calibration procedure was therefore introduced. The parameter-calibrated

DD method is more accurate than the original model and more efficient than the MC method. The

device features obtained via the parameter-calibrated DD model fit well with those obtained via the MC

simulator. The calibrated parameters of the DD method in the on-state can be used within a certain

range of drain and gate voltages. The trends of the calibration factors were also investigated for varying

fin widths and gate lengths.
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