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Dear editor,

We propose a nonlocal image denoising method
with an edge-based similarity metric and adap-
tive parameter selection. The proposed denoising
method uses a two-stage scheme to refine the de-
noising results. It first produces the central patch
by the idea of nonlocal and then makes full use of
the local structures to generate the central pixel.
Consequently, the fine texture details can be effec-
tively preserved using the proposed method.

Noise reduction is a necessary preprocessing
step for high-level analysis and has been exten-
sively studied for decades. Generally, denoising
methods can be roughly classified into two cat-
egories: spatial domain methods [1-5] and trans-
form domain methods [6-8]. The former utilize the
spatial correlation of pixels to smooth the noisy
image, and the latter exploit the sparsity of repre-
sentation coefficients to distinguish the signal and
noise. Among the spatial domain methods, the
nonlocal means (NLM) filtering [2] performs spa-
tial filtering by a nonlocal averaging of the pixels,
using the spatial redundancy occurring in an im-
age. However, analysis of the NLM shows that
image details are often blurred. The main reason
is that the similarity weights are calculated using
only the simple Euclidean distance, and the influ-
ence of edge information is not well considered.
In view of the spatial domain method being con-
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ceptually simple, we mainly focus on the spatial
domain method based on NLM to further improve
the performance.

We present a novel method to deal with this
problem. As the edge information is an important
feature for selecting similar patches, we provide
a detection template with the 8-directional differ-
ence operator, which has a certain anti-noise ca-
pacity for edge extraction and can also effectively
maintain the integrity of the edges. Meanwhile,
a two-stage scheme is implemented to refine the
denoising results, which are different from those
of the traditional methods. Specifically, we first
generate the central patch using the new patch-
similarity metric. Then, the central pixel is de-
termined using the selected neighboring patches,
thereby preserving the local details. Moreover, to
better protect the details, the filter parameters are
adaptively determined according to the edge infor-
mation.

Our denoising method consists of two major
stages, which are described as follows.

Stage 1. First, we extract the edges SI of the
noisy image using the anti-noise difference opera-
tor, which is used to guide the definitions of the
patch-similarity metric and the filter parameters.
To accurately detect the edges of the noisy im-
age, a 5 x 5 template with the 8-directional dif-
ference operator is proposed in this article. The
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5 x 5 template has up to 8 directions, which in-
clude 0°, 22.5°, 45°, 67.5°, 90°, 112.5°, 135°, and
157.5°. More details of the weight determination
of templates are provided in Appendix A (see sup-
plementary materials).

After the edge information is obtained, we can
obtain the central patch by the weighted mean
method using all the similar patches in stage 1.
The details of stage 1 are described as follows.

First, we find the similar patches in a search
window and assign the patch-similarity weight as
w(N;, Nj)st2e¢ 1 The foregoing analysis highlights
the importance of the weight estimation of the
image patch in effectively suppressing the influ-
ence of noisy pixels. Therefore, inspired by the
PCA-based (principle component analysis) weight
function being robust to noise [3], we integrate
the distance-based edge similarity measure and the
angle-based neighborhood similarity measure into
the patch-similarity weight, which can be formu-
lated as

w(N;, Nj)*™& = w(Ny, N;)® - R(N;, N;),

(NG N))® = s exp(=(alV0) = FalN) 3/02)

— (IST(V:) = SUN))3/h)),

E ‘I/(NZ,NJ)
2 \/\II(NMNI)\/\II(NMN]) 7

where w(N;, N;)¥ reflects the edge similarity be-
tween the image patches N; and N;, R(N;, N;)
is the neighborhood similarity, fy represents the
PCA subspace vector of projection coefficients,
SI(N;) denotes the edge information in the im-
age patch N;, and both h and h’ are filter pa-
rameters. Moreover, W(N;, N;) = >0 >~ ik, k.1,
and iy, jr,; are the pixels of N;, N, respectively.
To simplify the implementation, the image patches
are fixed at size 3 x 3 in the experiments.

Then, we obtain the filter parameters adaptively
using the image structure IV. Intuitively, the filter
parameter h is closely related to the noise variance
o, hence, we empirically define h as follows:

h ~ V2802,

where the parameter [ can be determined using
the image structure. Choosing a smaller h is suit-
able for reducing the degree of filtering and pro-
tecting details when the patches contain many tex-
tures. In contrast, a larger h is selected for a flat
region to reduce noise as much as possible. There-
fore, (3 is defined as a function relative to IV:

{0.1 x IV(i) +2, IV(i) € [0, th],
F=19,

R(Ni,Nj) = sin <

, IV (i) € [th, 6],
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where th is the optimal threshold value mapped
into the interval [0, 6]. In the first stage, we assign
filter parameter 1’ to 2h in our experiment.

After the new patch-similarity measures and the
filter parameters are determined, we can obtain
the central patch in a search window .S; by

a(Ni) = Y w(Ng, Nj)™™ o(Ny),
NjESi

where 4(N;) denotes the central patch and v(N;)
denotes the noisy patch. In the edge regions, the
ability of our method to maintain details is better
than that of the conventional nonlocal denoising
methods. This is because if the edge similarity be-
tween the current patch and its neighborhood is
high, the patch-similarity is adjusted reasonably.
The higher the structural similarity, the larger is
the weight, and vice versa.

Stage 2. We now discuss the procedure to ob-
tain the central pixel (i) in stage 2. Many es-
timated values of the pixel ¢ are acquired in the
first stage, and are included in the central patches
u(Ny). Thus, we can obtain the denoised central
pixel (i) by the weighted average of the values i
in the selected neighboring patches.

In stage 2, the pixel-similarity weight
w(i,i’)s*82 is defined based on the similarity
between the central patch and its neighboring
patches. The weight function is given as

w(i, i )52 = exp(=[a(N;) — a(N;)|[3/ (")),

where @(N;) is the neighboring patch of central
patch @(N;), and A" is the filter parameter which
is set to 100.

Finally, the denoised central pixel @(i) is ob-
tained by

a(i) = Y w(i, i) 2u(il),

@7 EN;

where pixel 4/ denotes the neighboring pixel to
pixel 7 in the selected neighboring patch u(N;)
and (i) is the gray-value of pixel i/ obtained in
stage 1. In this manner, the central pixel is es-
timated in stage 2. This method can accurately
reflect the similarity between pixels and reduce
pseudo-texture of the flat area. Moreover, setting
the threshold at the edge regions improves the abil-
ity to maintain the edge structure.

Experiments. We apply the proposed method
to images with Gaussian noise, and compare it
with the state-of-the-art methods including the
spatial domain and hybrid methods. For quan-
titative comparisons, the peak signal to noise ra-
tio (PSNR) and structural similarity index met-
ric (SSIM) are used as the evaluation criteria. As
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Original: Noisy: ¢ = 30 NLM
Monarch PSNR=26.64:
SSIM=0.741

Original: Noisy: 0 = 25 K-SVD
Boat PSNR=26.82:
SSIM=0.781
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PND
PSNR=28.01:
SSIM=0.783

NLM-SVB
PSNR=28.38;
SSIM=0.826

Ours
PSNR=28.51;
SSIM=0.845

BM3D SAIST Ours
PSNR=27.45; PSNR=27.81; PSNR=27.16;
SSIM=0.809 SSIM=0.837 SSIM=0.772

Figure 1 Enlarged parts of image denoising results. (a) Denoising results in comparison with spatial domain methods;

(b) denoising results in comparison with hybrid methods.

shown in Figure 1(a), in terms of the visual quality
of Monarch, the proposed method outperforms the
spatial domain methods. It maintains more fine
details than the others, without over-smoothing at
the edge of the wings, thereby obtaining a denoised
result much closer to the original image. Figure
1(b) provides a comparison of enlarged parts of
the denoising results for Boat under ¢ = 25. It
is obvious that our method is more accurate in
detail preservation, and close to BM3D. Many ex-
periments have been conducted to demonstrate the
efficacy of the proposed method and validate the
claims. The detailed experiment results are illus-
trated in Appendix B. Because the main goal of
this study is to offer an improvement to the spa-
tial filters, we do not claim to achieve a better
PSNR than the hybrid methods.

Conclusion. For spatial image denoising, several
key factors influence the denoising performance,
such as the edge features, similarity measurement
between image patches, and control parameters.
Experimental results indicate that the effective us-
age of these key factors can significantly improve
the accuracy of image denoising. Unlike existing
nonlocal denoising methods, the proposed method
uses a two-stage scheme to refine the denoising re-
sults. It first produces the central patch and then
makes full use of the local structures to generate
the central pixel. In addition, an anti-noise dif-
ference operator is presented for better reflecting
the different directions of the edges, and thus the
accuracy of detecting edges in noisy images is ef-
fectively improved. A patch-similarity weight is
proposed by integrating the distance-based edge
similarity and angle-based neighborhood similar-
ity, which improves the accuracy of similar patch
selection. Furthermore, to make the weight set-
ting more reasonable, we adaptively adjust the fil-
ter parameters based on the image structure. On
the basis of the above discussions, the proposed
method can clearly improve the performance in

preserving weak details and suppressing noise.
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