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Covert (storage) channels [1] are widely considered
a main threat [2] to multilevel secure systems, e.g.,
desktop operating systems. Threat estimation, as
an important part of covert channel analysis, must
be included in the security analysis of high security
level systems [2] according to trusted computer
system evaluation criteria (TCSEC). The current
threat estimation criteria include channel capac-
ity [3], accuracy [4], and short message [5]. These
criteria are only descriptions of the final results of
the covert channel communication. The key ele-
ments of covert communication processes, such as
shared resources, encoding, and synchronization
are not considered in the current threat estima-
tion criteria. Therefore, an anti-detection crite-
rion is presented to overcome the aforementioned
weaknesses of existing criteria.

Our contribution. First, this article demon-
strates the limitation that communication pro-
cesses are not considered by the current threat
estimation criteria. This limitation is discussed
with classic covert channels. To the best of our
knowledge, this is the first discussion on such a
limitation. Second, this article presents an anti-
detection criterion to eliminate the limitation men-
tioned above. The formal definitions of this crite-
rion are presented and discussed. Moreover, the
calculation policies of the anti-detection criterion

and “Complexity” are presented to quantify the
threat and complexity of covert channels. Third,
this article illustrates the effectiveness of the crite-
rion and its application in covert channel threat
estimation. Compared with the current threat
estimation criteria, experiment results show that
the anti-detection criterion can quantify the threat
of three classic covert channels and yield specific
threat estimation results.

Covert channels. A protocol of covert channel
communications consists of five elements: sender,
receiver, shared resources, encoding, and synchro-
nization mechanisms. The sender encodes the
covert information into binary bits by changing
properties of the shared resources. The receiver
observes the changes and decodes the information.
The synchronization and encoding guarantee the
correctness of the covert information transmission.
Based on our previous work [3, 6] on covert chan-
nel construction, two classic last pid covert chan-
nel protocols [3, 6] with modifications are used to
steal the root password in a Linux system and leak
sensitive information with root privileges.

Protocol 1 (The same as the TCTP protocol
in [3,6]). The sender and receiver of Protocol 1 are
two processes at different security levels in Linux.
Protocol 1 uses temporary files to synchronize and
adopts last pid as a shared resource.
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Protocol 2. Protocol 2 is similar to Protocol
1. The difference between them is that Protocol 2
uses time T for synchronization instead of the tem-
porary file. During time T , if the bit to be sent is
binary 0, then the sender does nothing. If it is 1,
then the sender adds 2 to last pid. The receiver
observes the value of last pid in T . If its value re-
mains unchanged, the receiver records bit 0. If its
value is increased by 2, the receiver records bit 1.

Limitations of the current criteria. The accu-
racy of Protocol 2 is affected by both the shared
resources and time T . If T is too large, the value
of last pid may be modified by other processes. If
T is too small, the value of last pid may be gar-
bled by overlapping the modifications of two con-
secutive operations on last pid. Additionally, the
channel capacity of Protocol 2 can be intention-
ally adjusted by changing T . The small message
criterion is similar to the channel capacity. Thus,
the threat of Protocol 2 varies with respect to T
according to the current criteria, preventing effec-
tive comparison with Protocol 1. The reason the
aforementioned limitations arise is that the shared
resources, encoding, and synchronization are not
included in the current criteria, but are addressed
by the anti-detection criterion.

The anti-detection criterion. The traditional
covert channel can be expressed as the following
triple: 〈variable,PAh,PVi〉, where “variable” rep-
resents the shared variables. PAh and PVi are
primitives (e.g., processes in Linux) at different se-
curity levels. Communication from PAh to PVi is
forbidden by the system’s security policy. Previous
covert channels are limited to single shared vari-
ables. Recent attackers attempt to utilize multiple
shared variables for covert communication, such as
Protocol 2. Therefore, the shared variable should
include all the resources that are involved in covert
communication, as follows:

variable = 〈V1, V2, . . . , Vn〉. (1)

The primitives PAh and PVi are essentially the
operations on “variable”, and should be expanded
as: operation = 〈O1, O2, . . . , On〉.

Next, the “variable” is mapped to the corre-
sponding “operation” as follows: CAD = 〈V1 −
(O1, . . . , On), . . . , Vn− (O1, . . . , On)〉, where differ-
ent mappings between the “variable” and “oper-
ation” lead to different communication protocols.
This can be beneficial for covert channel analysis.
Finally, the anti-detection criterion is introduced
to quantify CAD: CoC = 〈Θ,CAD〉, where Θ is
the calculation policy to compute the CAD.

The Θ of the CoC. Good calculation policies
for the anti-detection criterion should meet three
standards: (i) High complexity of communica-

tion protocols suggests high accuracy and capac-
ity, which leads to high threat of covert commu-
nications. (ii) An anti-detection criterion should
be sensitive enough to distinguish among threats
of different covert channels. (iii) An anti-detection
criterion should reflect the process of covert com-
munications. Therefore, Θ is described as fol-
lows: Θ = T (P1(V1− (O1, . . . , On))∧· · ·∧Pn(V1−
(O1, . . . , On))), where P and ∧ denote the way to
compute “operation”. T is used to adjust the re-
sult from ∧ according to the three standards men-
tioned above, and makes the result meaningful.
There are two methods for computing P : (i) Re-
striction proportion (RP): Considering the regu-
larity of the number of the “operation”, RP con-
tains impacts introduced from the covert channels
to the system. Thus, RP is mapped to

RP = n/m, (2)

where m and n are the numbers of all operations
on a shared variable in the covert channel and in
the whole system, respectively. (ii) Time inter-
val variance (TIV). Considering the regularity of
occurrences of “operation” on a shared variable,
TIV is defined as the variance of time intervals
between the operations. Let ti (0 < i 6 n) denote
the time interval between two consecutive opera-
tions, and S = {t1, . . . , tn} be a set of time inter-
vals. M is the average of S. TIV is defined as
TIV = [(t1 −M)2 + · · ·+ (tn −M)2]/n.

Two methods for computing ∧: (i) “Sum” takes
the sum of P and is defined as Sum = P1+· · ·+Pn.
(ii) “Product” takes the product of P and is given
as Product = P1 × · · · × Pn.

Two methods for computing T : (i) “Reciprocal”
takes the reciprocal of ∧. (ii) “Nop”: Do nothing.
If ∧ is inconsistent with the three standards men-
tioned above, “Reciprocal” is used to correct ∧.
Otherwise, keep the value of ∧ unchanged.

Based on these computing methods, eight cal-
culation policies (Θ) are depicted in Table 1.

Complexity of communication protocols. Dif-
ferent calculation policies are needed for differ-
ent covert communication protocols. The “Com-
plexity” is proposed to select the suitable calcu-
lation policies among the eight policies. Specifi-
cally, let “VarNum” equal n in (1). In order to
know whether the covert channel is active from
the perspective of the whole system, it is mean-
ingful to concentrate on the ratio of n and m in-
troduced in (2) rather than n itself. Therefore,
RP is adopted to quantify the number of times the
shared variables are used. Meanwhile, the weight
factor [7] illustrates the gap between the variances
and is adopted to estimate the time character-
istics of a shared variable by the following for-
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Table 1 Eight calculation policies

Number Calculation policies Number Calculation policies Number Calculation policies

1 Θ=RP1×RP2× · · · ×RPn 4 Θ=1/(RP1 +RP2 + · · ·+ RPn) 7 Θ=1/(TIV1×TIV2× · · · ×TIVn)

2 Θ=RP1 +RP2 + · · ·+ RPn 5 Θ=TIV1×TIV2× · · · ×TIVn 8 Θ=1/(TIV1 +TIV2+. . .+TIVn)

3 Θ=1/(RP1×RP2× · · · ×RPn) 6 Θ=TIV1 + TIV2 + · · ·+ TIVn

mula: WeightTIV = TIVmin

TIVj
(0 < j 6 k), where

TIVmin is the minimum TIV in all TIVj , and k
is the number of protocols. The complexity of the
synchronization and encoding mechanism is essen-
tially the representation of the “VarNum” and RP.
Therefore, the complexity is defined as follows:
Complexity =

∑VarNum
i=1 (RPi +WeightTIVi).

Experiments. Experiments were carried out in
the Linux operating system (CDOS x86 64), Linux
kernel 2.6.31. To simulate the real environment,
the system runs a program that randomly modifies
the shared resources, and the time interval of mod-
ifications is randomly selected from [50µs, 300µs].
Protocols 1 and 2, and BP protocol (denoted as
Protocol 3) [3,6] were utilized in the experiments.

The TCSEC standard uses channel capacity as
the threat estimation criterion. Thus, the channel
capacities of the three protocols were measured
twenty times and then averaged. Experiments
show that the channel capacities are all around 30
Kbps, and a consistent ordering of the channel ca-
pacities of the three protocols cannot be obtained.
Therefore, a conclusion about which protocol is
the most threatening cannot be reached.

The anti-detection criterion is used to estimate
the degree of threat of the three protocols. First,
the CoC of the three protocols is computed with
eight calculation policies. Then, the values of
“Complexity” of the three protocols are sorted as
follows: Protocol 1 (2.71) > Protocol 2 (2.67) >
Protocol 3 (1.94). Accordingly, the ordering of the
CoC scores should be: Protocol 1 < Protocol 2
< Protocol 3. Hence, only the results computed
by the calculation policies 4, 7, and 8 are consis-
tent with the tendency implied by the ordering of
“Complexity”, which are valid. Second, policy 7
is chosen to compute the CoC of the three pro-
tocols as follows: Protocol 1 (0.062) < Protocol
2 (0.13) < Protocol 3 (0.25). Therefore, Protocol
1 is more easily detected than Protocols 2 and 3,
and it has the highest threat. Meanwhile, Proto-
col 3 is less threatening than Protocols 1 and 2,
but is harder to detect. Additionally, the threat
estimation provides guidelines for covert channel
restrictions. Not all covert channels can be elim-
inated [2]; therefore, the most threatening covert
channels need to be restricted with higher priority.
The ordering of priority of covert channels is com-
puted by CoC. After the restriction, the covert

information transmission rate is limited to a low
level, such that the sender cannot leak the covert
information within the acceptable time period.

Conclusion. Three classic covert channels were
used to demonstrate the limitation of the current
threat estimation criteria. A novel anti-detection
criterion CoC was proposed to eliminate the lim-
itation. CoC was used for threat estimation and
can be a supplement for the current threat esti-
mation criteria. The formal definitions of the CoC
and key elements of covert communication process
were presented and discussed. Eight calculation
policies were proposed to compute CoC. CoC was
evaluated with three classic covert channels. Ex-
periments showed that the threats of covert chan-
nels are quantified and estimated by CoC. CoC
can provide guidelines for covert channel restric-
tions. Our future work aims at the application of
CoC in covert channel restrictions.
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