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Abstract Followee recommendation plays an important role in information sharing over microblogging plat-

forms. Existing followee recommendation schemes adopt either content relevance or social information for

followee ranking, suffering poor performance. Based on the observation that microblogging systems have dual

roles of social network and news media platform, we propose a novel followee recommendation scheme that

takes into account the information sources of both tweet contents and the social structures. We set up a linear

weighted model to combine the two factors and further design a simulated annealing algorithm to automatically

assign the weights of both factors in order to achieve an optimized combination of them. We conduct com-

prehensive experiments on real-world datasets collected from Sina Weibo, the largest microblogging system in

China. The results demonstrate that our scheme provides a much more accurate followee recommendation for

a user compared to existing schemes.
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1 Introduction

Since the emergence of microblogging systems, such as Twitter and Sina Weibo, hundreds of millions of

users have become to use the microblogging service as a tool for information sharing on the Internet.

For example, as the most popular microblogging system in China, Sina Weibo has attracted more than

three hundred million active users1). The community produces more than one hundred million pieces of

news (called weibos in Sina Weibo in correspondence to tweets in Twitter) each day. The increase of the

population in the Sina microblogging community has been surging sharply by more than 16 million per

month. Due to the large population, finding relevant and reliable information for a user in the community

becomes a challenge.

To cope with such large-scale information, traditional communities commonly design deliberate recom-

mendation schemes to help users to select information of potential interest [1–4]. For example, an Internet
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There are fifteen of my followees

who also follow this user

People you may be interested in

ID of a potential followee

Share four common friends

Figure 1 “People you may be interested in” in Sina Weibo.

video-on-demand system may use the collaborative filtering (CF) scheme [5] to recommend items using

similarities of preference of different users. Such a scheme needs the users’ rating information about

items. Unlike such systems, a microblogging system serves users in a quite different way. For example,

Sina Weibo allows users to post short news. Users follow others or are followed by others. A user gets

the updates of all the news posted by the users he/she follows. Thus a user must carefully select other

users to follow, so that he/she can benefit most from their weibos. Through the network formed by the

followers and followees, Sina Weibo microblogging system provides the users a new platform for informa-

tion sharing. In such a paradigm, the key problem of information recommendation is how to proactively

recommend most relevant followees to a user [6].

Very limited work has been done on followee recommendation in microblogging systems. Traditional

widely used recommendation schemes are not applicable to microblogging systems. For example, the CF

scheme needs the information such as user’s rates, which are difficult to obtain in microblogging followees

recommendation.

Most existing microblogging systems assume that a user tends to follow the people with whom he/she

has close social relations. The schemes mainly follow the philosophy of online social networks [7–9], such

as Facebook, to exploit the social structure information in the system. Figure 1 illustrates the current

followee recommendation function in Sina Weibo microblogging platform, named as “people you may be

interested in”. In their design, candidates followed by more followees of a user, are more likely to be

recommended to him/her. Another kind of followee recommendation scheme leverages the interest of

users [10]. Hannon et al. [6] make followee recommendation according to the similarity of user profiles

that reflect the likely interests of users. The proposed scheme generates the profile for a user using their

microblogging histories.

However, a recent research by Kwak et al. [11] based on the trace of the entire Twittersphere, shows

that microblogging systems deviate significantly from known characteristics of traditional social networks.

Their study indicates that a microblogging system is a platform of both social network and news media.

Existing followee recommendation schemes ignore the coexistence of these two features in microblogging

systems and may result in poor performance. Based on the unique feature of microblogging systems, we

propose a novel followee recommendation scheme in this work. We look at different sources of information

available. When recommending candidate followees to a user, our scheme considers both factors of

his/her social relations and the content relevance. We set up a linear weighted model to hybridize the

two factors. To solve the difficulty in weights optimization in a continuous space of real numbers, we

design a simulated annealing (SA) algorithm. The algorithm achieves fast and satisfactory parameter

optimization in our model.

We conduct comprehensive experiments using real-world traces collected from the Sina Weibo mi-

croblogging system. The results show that our hybrid recommendation scheme greatly outperforms
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existing schemes in terms of accuracy.

The main contributions of our scheme are threefold:

• We propose a novel hybrid followee recommendation model based on the unique feature of microblog-

ging systems, which considers both the factors of social structure and content relevance.

• We design an efficient and effective simulated annealing algorithm to optimize the parameter settings

in the model.

• We evaluate the performance of this design using real-world traces and demonstrate the great per-

formance improvement by our scheme.

The rest of the paper is structured as follows. In Section 2, we discuss related work. Section 3 presents

the hybrid followee recommendation model we proposed. In Section 4, we detail the parameter assignment

of content and social information. In Section 5, we evaluate the performance of our design and present

the results compared to existing schemes. Section 6 concludes this work with possible future work.

2 Related work

As a solution to attention scarcity [12] caused by huge amount of information, recommenders have been

studied for years. In diverse applications, different sources of information, such as the preference overlap

of users, content relevance and social structure are used to design recommendation algorithms.

One of the most popular approaches is collaborative filtering [13–15]. The scheme makes automatic

predictions (filtering) about the interests of a user by collecting preferences or taste information from

many other users (collaborating). The underlying assumption is that if a user A has the same opinion as a

user B on an issue, A is also likely to have B’s opinion on a different issue x. The users’ rates information

needed by the CF scheme, however, is difficult to obtain in microblogging followee recommendation.

A second kind of scheme utilizes the content relevance of items [10, 16]. Such recommenders are often

applied in domains where extensive textual content of items is available, such as the recommendation

of websites [17] and books [18]. For example, to recommend websites, Pazzani et al. [17] create bag-of-

word profiles for users from their activities, and then choose websites most relevant to the profiles of the

individuals. Hannon et al. [6] exploit the content created by a user and recommend followees to him/her

based on the content similarity between the candidate followees and him/her. The implicit assumption of

such a scheme is that a target user is likely to follow those who are similar [19], which is consistent with the

homophily effect - the principle that we tend to be similar to our friends [20]. Armentanoet al. [10] analyze

different content-based profiles of twitter users for followee recommendation. However, making followee

recommendation solely considering content relevance will suffer a poor precision of recommendation

results [21]. To improve the performance of content-based recommenders, Chechev and Georgiev [22]

evaluate several content-based strategies for modeling a Twitter user’s profile. They achieve better

performance by taking advantage of the availability of more user-generated content including both the

free text and hashtags [23] published in users’ tweets.

Another kind of scheme leverages the information of social structures [24]. For example, Hill et al. [25]

describe a social filtering recommender on Usenet newsgroup. For each newsgroup, they recommend the

most frequently mentioned URLs. Andersen et al. [26] propose trust-based recommendation, where they

discuss ways to employ users’ opinions toward other users to compute recommendations. Shardanand et

al. [27] multiply four different algorithms for music recommendations by using social information filtering.

Chen et al. [28] propose an approach to recommend interesting URLs coming from information streams

using social voting mechanisms. In order to exploit the information source of the social relation for

followee recommendation, Armentano et al. [29] consider three factors including the relation between the

number of followers and the number of followees, the number of occurrences of each candidate in the final

list and the number of friends in common. Golder et al. [30] assume that a user will follow back his or her

followers to return the attention and thus introduces the structural approach which considers reciprocity,

shared interests, shared audience and filtered people for recommending followees.

Kwak et al. [11] recently identified the dual roles of social network and news media in microblogging
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systems based on the empirical study on the trace of the entire Twittersphere. Such a finding casts

doubts on the performance of previous followee recommendation schemes which ignore the coexistence of

the sources of information of social structure and content relevance. Based on the observation by Kwak et

al. [11], in this design, we consider both these two sources of information, and propose a linear weighted

model to hybridize the two factors. We tackle the non-trivial problem of parameter optimization in the

model by designing a simulated annealing algorithm.

3 Followee ranking model

3.1 Overview

In this section, we give a mathematical description of our user recommendation model. Borrowing ideas

from social networking and SMS messaging, a microblogging system leverages the social network for

information sharing. Users follow or are followed by each other. Formally, if user a follows user b, we refer

to a as b’s follower, and b as a’s followee. In the follower-followee network, the social structure information

is an important resource that can be used to calculate the rank of a user for recommendation [31].

Unlike many other online social networks, the relationships in microblogging systems can be social

or informational, or both, because users not only follow others for maintaining social links, but also

for gaining access to interesting information generated by others [19]. The most emerging feature of the

microblogging system is its content sharing paradigm as a news media [11]. Users of existing microblogging

systems, such as Twitter and Sina Weibo can post short messages (weibos/tweets). A microblogging

system serves a consumer mainly by polling all his/her followees for gathering all the updates of the

messages [32]. Thus it is important for a user to seek and select followees with potential content of

interest, so that he/she can benefit most from their tweets.

The major process of our followee recommendation design is as following. The system summarizes the

collections of the weibos/tweets recently posted by a user and computes the statistics from the corpus.

The social relationship information is also analyzed for a user. When a user logins into the Sina Weibo

system, the system recommends the followees to the user based on the text statistics and social structure

analysis. Finally, the users which are most likely to be followed are recommended to the user.

To compute the ranking score of followees, our recommendation model takes into account both the

content relevance and the social structure information,

W = λWc + (1− λ)Ws, (1)

where Wc denotes the normalized ranking score based on content relevance; Ws denotes the normalized

score based on social structure information; and λ (0 < λ < 1) is the parameter scaling the contribution

of the factor of content relevance.

3.2 Content relevance

We use the vector space model (VSM) to rank the content relevance between a user and a followee

candidate. A user u in the system is represented using a vector,

Vu = (vu(w1), vu(w2), . . . , vu(wm)), (2)

where (w1, w2, . . . , wm) is a bag-of-word profile for a user, which is created to represent a user’s content

based on their own tweets. Due to the immanent features of sparsity of information in a single short-text

tweet [33], we use a sufficiently large set of recent weibos/tweets posted by a user to create the profile

vector for him/her. Other information such as hashtags can also be used in the content-based model [22].

For simplicity, here we only consider the pure text in users’ tweets which is the most common case.

Specifically, we extract words from k latest tweets posted by a user. In (2), the notation vu(wi) quantifies
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the strength of interest of the user u in the word wi. To calculate the value of vu(wi), we use the most

popular TF-IDF term weighting scheme [34],

vu(wi) = TFu(wi)× IDFu(wi). (3)

The weighting model described in (3) includes two factors, the term frequency (TF) and inverse doc-

ument (user) frequency (IDF). In a given user’s profile, a word’s importance increases proportionally to

the number of times it appears in the profile and inversely proportionally to its frequency in all users’

profiles. A word occurring frequently in a particular user’s weibos/tweets but rarely elsewhere in the

tweets of other users is thought to be important for that user only. Specifically, TF denotes the term

frequency property that is local and content-oriented to a user profile,

TFu(wi) =
fu,wi

∑

k fu,wk

, (4)

where fu,wi
quantifies the frequency of appearance of term wi in the latest tweet list of user u. Intuitively,

a higher TF of a word means the user mentions the word more frequently, indicating higher interest. The

IDF quantifies the fact that terms appearing in more users’ tweet profiles are less important,

IDFu(wi) = log

(

N

fwi

)

, (5)

where N is the size of the user set, while fwi
is the number of users with the profiles containing wi.

A higher score of IDF for a certain word means that the given word can better distinguish one user

from others.

Assuming Vt denotes the vector of the target user ut, we compute the content relevance between ut

and the candidate user u using the cosine similarity of the two vectors of them,

Wc =

∑

w∈Vt
(

fu,wi∑
k fu,wk

× log N
fwi

)

|Vt| × |V |
, (6)

where |Vt| and |V | are the sizes of the two vectors, respectively.

3.3 Social structure

In the following, we calculate the ranking according to the social structure. Assuming we have a list R of

candidate users for recommending as followees to a target user ut, we explore several features to give a

score to a user u in R to rank them according to social structure information. To consider the information

source of social structure, we use some well evaluated features proposed by previous work [29, 35].

The first feature exploited is the ratio of the numbers of followers of user u to the number of users the

given user follows [29],

wf (u) =
|followers(u)|

|followees(u)|
, (7)

where followers(u) represents the set of followers of user u; followees(u) denotes the set of followees of u.

As shown in (7), this feature inclines to recommend famous or popular users for a target user because

a high ratio of the number of their followers to the number of their followees leads to a high score of

wf (u). We take into account this feature based on the recent research results by Garcia et al. [35], which

show the promise of recommending users according to the social popularity in a microblogging system.

The second feature corresponds to the number of followers of a candidate user u while the followers

who come from target user’s one-hop followee set will be taken into consideration [29],

wo(u) = |followers(u) ∩ followee(ut)|, (8)

where followee(ut) represents all the users that the target user directly follows. The fundamental idea

behind the equation is the trust propagation principle proposed by Andersen et al. [26], which reveals
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the fact that ut’s trust in user u reinforces if the people whom ut trusts also show their trust in u. The

larger the value of wo(u) is, with the higher possibility ut will be interested in u.

The third feature we consider in this model is the number of friends shared between the target user ut

and a certain candidate user u [29],

wt(u) = |followees(ut) ∩ followees(u)|. (9)

The feature indicates that the more common friends a candidate shares with the target user, the more

likely he/she has similar tastes with the target user.

Finally we combine the above three features of social structure information using the following formula,

Ws(u) = αwf (u) + βwo(u) + (1− α− β)wt(u), (10)

where 0 < α < 1 and 0 < β < 1 (0 < α + β < 1) are parameters scaling the contribution of the factors

wf (u) and wo(u), respectively.

4 Weight parameter assignment

As aforementioned, the followee ranking model considers combining different important factors using a

linear weighted model. In our hybrid following recommendation model, it is non-trivial to select the

configurations of the weight parameters for different factors, as different parameter settings may achieve

different performance for recommendation. In practice, it is difficult for a system administrator to manu-

ally assign the weights for different factors, as it is hard to know the different importance of diverse factors.

This becomes a combinatorial optimization problem for parameter estimation. Formally, combinatorial

optimization technique seek to find some configuration of a set of parameters w = (w1, w2, w3, . . . , wn)

that optimizes some form of objective function, which measures the goodness of a particular configuration

of parameters.

Traditional combination search problems could usually be well solved by a number of heuristic algo-

rithms on a finite set. However, existing schemes are not directly applicable to our problem. In our model,

the automatic parameter assignment is extremely difficult, since the parameters λ, α, and β in (1) and

(10) are all in the real number space within the normalized range. The infinite number of combinations

make it impossible to perform simple heuristic or exhaustive enumeration to find the global near optimal

settings. In order to make the optimization cost-efficient, we need a good search strategy to find a near

optimal assignment of the parameters by exploring only a small fraction of the search space compared to

the entire search space.

To solve the above problem, we design the SAWA (Simulated Annealing for Weights Assignment)

algorithm, which adapts the simulated annealing algorithm [36] to automatically assign the weights of

factors in our model. Basically, the SAWA algorithm aims to search for a set of weight parameters which

could be used in our recommendation model to produce candidate followees list similar with the list of

followees given by a user in a real system. The basic idea of the algorithms is that we keep examining the

neighbors of the current best combination of the weight parameters. If a neighbor combination is better,

then it will be chosen as the best combination. Different from the heuristics such as the greedy algorithm,

the SAWA algorithm deliberately chooses a worse combination occasionally to successfully avoid being

trapped in a local optimal area.

Formally, we define the neighborhood structure N(w) of a combination solution w, which is a subset

of the universal set of all the combination solutions. The members of N(w) are close to w in some way.

Specifically, the algorithm chooses an initial random assignment as the current assignment w. Then the

algorithm repeats the following steps until timeout. Each step, the algorithm examines the members in

N(w) of the current assignment w. If the best neighbor w∗ among N(w) achieves better performance

than the current assignment, the algorithm chooses w∗ to replace the current assignment. If w∗ is worse

than the current combination, the algorithm still accepts w∗ with a low probability.
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We find the neighbors of the current combination w by changing the values of the factors. The neighbors

of a single factor wi is experimentally set to {wi − δ, wi + δ}. The cost function f(w) is used to measure

the quality a combination. It is computed by replacing wi in the current combination with the value of

wi−δ or wi+δ whichever contributes to a better solution, and applying the new combination to compute

the value of the cost function. Here, we define the cost function in (11), which measures the distance

between the ranking results and the results provided by the users in the real world system [37],

D(A,B) =

∑n
i=1[(n− i)×

∑i
j=1ΛBj /∈{B1,...,Bi}

1]
∑[n

2
]

i=1[(n− i)× i] +
∑n

i=[ n
2
]+1[(n− i)× (n− i)]

, (11)

where A and B are test list and recommendation list, respectively; n is the total number of objects in

the ranking lists; and Bi denotes the ith object in ranking list B. In (11) the numerator of the formula is

used to quantify the real distance of these two ranking, while the denominator of the formula is used to

normalize the real distance to a number between 0 and 1. As we can see, Eq. (11) gives greater penalty

to the mismatches for top objects. For example, if the best candidate is ranked wrongly, the weight for

the error should be n− 1, while if only the second best object is ranked wrongly, the weight for the error

is n − 2. It is clear that a smaller list distance represents a better performance. Algorithm 1 describes

the SAWA algorithm in detail.

Algorithm 1 Finding best weights assignment

Input: An initial random combination w0;

Output: An approximated optimal combination w;

1: initial w = w0;

2: t = T0;

3: repeat

4: compute the best neighbor w∗ in N(w);

5: diff← f(w∗)− f(w);

6: if diff > 0 then w ← w∗;

7: else

8: generate a random number x in (0,1);

9: if x < exp(−diff/t) then w ← w∗;

10: t← t−∆t;

11: until t = 0;

12: return w.

In the algorithm, it is nontrivial to choose the parameter of neighborhood width, i.e., δ, to achieve

an advisable tradeoff between the algorithm speed and quality. In practice a smaller value of δ leads

to a more precise approximation to the global optimal solution with more computing time while a large

number of δ cannot precisely discover the global optimal solution. In Section 5, we will experimentally

find the setting of δ which achieves a good tradeoff.

5 Experiments

5.1 Data sets

We conduct our experiment using the WISE challenge (T2) data set2) crawled from Sina Weibo, the most

popular microblogging system in China. The data set contains 51.4 million users’ social link information

and 465 million tweets. Specifically, the dataset includes two data collections:

(1) Tweets collection: basic information about tweets (full-text content, timestamp, user ID, message

ID etc.), mentions (user IDs appearing in tweets), re-tweet paths, and whether containing links.

(2) Followship networks: the following network of users based on user IDs.

2) http://www.wise2012.cs.ucy.ac.cy/challenge.html.

http://www.wise2012.cs.ucy.ac.cy/challenge.html
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5.2 Evaluation methodology

In the experiments, we choose the users who at least have 100 followers and 80 followees as our target

user set. Further, the set of followees of each target user was partitioned into two parts. One is the

fraction of 70% used as training set S, starting from which candidates are located and evaluated and

finally recommended; while the other is the set A with the remaining fraction of 30% used as test list.

For the users in S, we use the recommendation algorithm to obtain a recommendation list B. If followees

in the recommendation list also appear in the test set A, it means that the algorithm is able to locate

relevant followees.

We implement the SAWA algorithm described in Section 4 to evaluate the performance of our design.

In the experiment, we first need to choose the parameter neighborhood width, i.e., δ, to achieve an

advisable tradeoff between the algorithm performance and efficiency. It is clear that a large value of δ

cannot precisely discover the global optimal solution, while a too little one will cause the process very

time-consuming. Accordingly we adjust the value of δ from 0.2 to 0.001 and examine both the performance

and the efficiency of the algorithm. The results in Figure 2 show that when the value of δ decreases, the

time consumption increases sharply, while Figure 3 shows that after it decreases to the point of 0.05, the

quality of the results stops to improve. Thus, we can clearly see that 0.05 is a good granularity for the

neighborhood width with a satisfactory performance. Using this setting, we perform the SAWA algorithm

and achieve the best settings of the parameters in the algorithm. The results reveal that in our datasets

the best parameter settings arrive at α = 0.039, β = 0.865, and λ = 0.142, which scale the contributions

of the factor of social structure wf (u), wo(u) and the content relevance Wc, respectively. In practice, real

world systems can follow the above scheme to achieve the desired best configurations.

In the evaluation, we first use the algorithm solely considering the content-based information or social

structure information as the baseline schemes. We further compare the performance of our scheme with

the machine learning schemes [38–41] including two existing popular schemes widely used in the IR field,

including the PageRank and LDA scheme [42]. We also compare our scheme with Twittomender [6]. In

the experiments, we follow the parameter settings for previous designs.

To evaluate the proposed algorithm, we firstly examine our design by two widely used criterions in the

field of information retrieval: recall and precision [43, 44]. Recall for a target user ut is the fraction of

relevant followee of ut that are retrieved.

Recall(ut) =
# of returned relevant followee of ut

total # of relevant followee of ut
, (12)

where the denominator is the total number of relevant followee of a target user ut, and the numerator is

the number of relevant followee of ut returned by our algorithm. In the experiments, the recall can be

computed by |B|∩|A|
|A| .

Precision captures the fraction of relevant followees in the returned results.

Precision(ut) =
# of returned relevant followee of ut

total # of results returned for ut
, (13)

where the denominator is the total number of followee the algorithm returned for the target user ut.

The ranking accuracy is evaluated using the metric P@k [45], proportion of the relevant results in

top-k-ranked results [46].

Although precision and recall measure the overall performance of the presented scheme, one limitation

of this measure is that it regards all relevant results equally regardless of where they appear in the list of

the top-k recommendation list. For the two cases that the relevant recommendations appear at the top

of the ranking using one algorithm and at the bottom of the ranking using the other, the first algorithm

performs better even the overall precisions of the two algorithms are similar. In order to better examine

the quality of the ranking results, we compute the distance between two ranking lists of the same set of

objects. We use the distance defined in (11) [37] to further evaluate the ranking quality.
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5.3 Results

Figure 4 shows the comparison of different social structure factors, wf (u), wo(u) and wt(u) as described

in (10). The results show that ranking solely with wo(u), the factor considering the number of occurrences

of the candidate user in the final list of R, has better precision scores than any of the other two factors

exploited. We obtain a good recommendation in the first position of the ranking for 40.5% of the users.

For longer top-k lists, precisions decrease from 37.1% at P@5 to 30.6% at P@20. In contrast, ranking

with the factor wf (u) considering the ratio of one’s followers and followees get the worst precision of less

than 15% in different top-k lists. A middle influence factor is wt(u), the weighting feature considering

the number of friends shared between the target user and the candidate user. The precision varies from

30.2% at P@1 to 20.5% at P@5.

We examine the combination of all the above social factors as a whole using Ws(u) presented in (10).

The results show that when compared with the ranking scheme exploiting any single factor, the ranking

with the optimized combination of those social factors achieves a much better precision across all the

target users, with the highest precision of 52.5% at P@1 and the lowest precision of 32.6% at P@20.

Figure 5 shows that simply ranking with content relevance information Wc has slightly lower precision

compared to the ranking scheme considering social factor Ws combinations. This reveals that social

structure information is a little more important than the content factor for followee recommendation in

Sina Weibo microblogging system. The slight difference of the importance in Figure 5 also reflects that

the content relevance is not trivial and should not be ignored.

We further examine the hybridization of the content factor and the social factor. The results in Figure 5
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shows that, by combining the information sources of both content relevance Wc and the social structure

Ws, our scheme greatly outperforms existing schemes solely using content relevance or social structure.

The results show that our scheme improves the precision of the top-10 recommendation by 109% and

37% compared to the recommendation based on content relevance and that based on social structure,

respectively.

Figure 6 shows the performance of our SAWA algorithm. The parameter assignment differs from each

other according to the size of recommendation list. Recommending 10 followees for the target user,

for instance, we find that the algorithm tries around 300 iterations to find out the best assignment.

We further try another 1000 iterations, however, find no further improvement. This result reveals that

our SAWA algorithm can achieve the improvement of recommend result without suffering from time-

consuming problem.

Figure 7 illustrates the results of recall using the algorithms considering different social structure fea-

tures. It shows that almost all features have increasing tendency with the enlargement of recommendation

list size. Using wf (u) continuously suffers a lower recall when the recommendation list size changes, since

it recommends popular followees for all the users while neglecting their personalized attributes. We still

use ws(u) as the combination of all the above social structure factors and exam its performance. The

result shows that compared with single factors, the recall of ws(u) also achieve higher ratios.

Figure 8 shows that structure information has a higher recall than content factor, while the hybrid

method combining both of the two factors further outperforms solely using content relevance or social

structure. When the size of recommendation list is 10, for example, our metric improves the recall by

108% and 36% compared to the recommendation based on content relevance and that based on social

structure, respectively.

Figure 9 illustrates the list distance using the algorithms considering different social structure features.

The result shows that the algorithm considering only the factor wf (u) suffers the largest list distance

across all the positions which vary from 1.0 at D@1 to 0.995 at D@20. The algorithm considering the

factor wo(u) performs a little better, with the list distance ranging from 0.794 at D@1 to 0.646 at D@20.

The results of the algorithms considering wt(u) and wf (u) are similar, both showing a large list distance.

The result in Figure 8 also shows that by comprehensively considering all the three features, the algorithm

using ws(u) has much better performance than the algorithm considering just one feature.

Figure 10 shows the ranking algorithm which considers the content relevance information has higher

list distance compared to the ranking algorithm considering social structure information. We further

examine the combination of the content relevance and the social factors. The results in Figure 10 show

that, by considering the information sources of both content relevance Wc and the social structure Ws,

our scheme greatly outperforms existing schemes simply using content factor or social structure in terms

of list distance. The results show that our scheme decrease the list distance of the top-10 recommendation

by 60% and 19% compared to the recommendation based on content relevance and the recommendation

based on social structure, respectively.

Similar to Figure 6, Figure 11 plots the performance of our SAWA algorithm when we recommend

10 followees for each target user. The algorithm tries around 250 iterations to figure out the optimal
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assignment. When we try another 1000 iterations, we get no further improvement. Again, this result

reveals that our SAWA algorithm is effective and efficient.

We further examine the metric success at top-k (S@k), a widely accepted metric in this area to evaluate

the ranked lists of recommendations [21]. The metric S@k is defined as the probability of finding a good

recommendation among the top-k recommended users, i.e., the percentage of runs of tests which locate

at least one relevant user among the first k recommended users. Since a user always only pays attention

to the top ranks of the recommendation results (especially when he/she uses a mobile client), once the

recommendation list size is fixed, the higher value of S@k indicates that the algorithm has a better ability

to recommend relevant results. Figure 12 shows the results with values of k ranging from one to nine.

Results show that ranking users with wo(u) has better performance than those with social features wf (u)

and wt(u), while the combination of all the social features, i.e., Ws(u), yields the best performance. By

using Ws(u) the probability that the top one user recommended is relevant is improved by the factor

of 0.6–13 compared to the ranking scheme using a single social structure feature. When the size of

recommendation list increases, the S@k will all be equal to one.

Figure 13 shows the ranking algorithm which considers the content relevance information has a slightly

lower S@k value compared with the ranking algorithm considering social structure information. The

results show that our hybrid scheme greatly outperforms either of the schemes based on a single source of

information. Using our scheme, the values of S@k (k > 7) hit 100%, indicating that our design is quite

promising for the microblogging system.

We further compare the performance of our scheme with two existing popular schemes widely used

in the IR field, including the PageRank and LDA scheme [42]. We also compare our scheme with

Twittomender [6]. In the following, we first describe the baseline schemes we will further compare and

then present the results.

• PageRank: We apply PageRank to the microblogging network of followees and followers. In the

network a node maps to a user, and a directed edge maps to following or followed relationships among

users. It is clear that the heuristic algorithm tends to recommend popular users to the target user.

• LDA: LDA [42] is a generative topic model and each document is viewed as a mixture of topics. We

regard the tweets of users as documents here and learn an LDA model from tweets. After getting the

topic distribution of each user, given a target user UT and a certain candidate user UR, the relevance

score is calculated as below:

yU,T =
∑

U0

αI(UT ,U0)DKL(U0||UR). (14)

Here DKL(U0||UR) calculates the symmetric KL-divergence between the topic distribution of two tweets,

the indicator function I(.) equals to one if the user has followed U0 and equals to zero otherwise.

• Twittomender: Twittomender is designed by Hannon et al. [6], as a recommendation system. The

system has two major strategy options, indexing users with their content of tweets and indexing users

with their neighbor’s ID, called as tweet-based approach and ID-based approach, respectively. We use

the method with the better performance as the baseline scheme.

Figure 14 compares the average precisions of different schemes. The PageRank suffers the lowest
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precision since it recommends the same most popular followees to each user which neglects individual

difference. The ID-based scheme has a higher precision than both tweet-based scheme and the LDA

scheme. The results in Figure 15 also show that our scheme outperforms other schemes. It improves

the precision of the top-10 recommendation by 305% and 16% compared to the tweet-based scheme and

ID-based scheme, respectively.

Figure 15 shows PageRank has the highest list distance which means only considering the popularity

of potential followees is not enough to make good recommendations. LDA topic model performs a

little worse than ID-based scheme, for example, 9% at D@10. The results show that social structure

information is more important than content factor when making followee recommendation, meanwhile,

their small difference also indicates that content factor is non-trivial and essential information source.

The performance of our approach improves the list distance by 81% and 30% with the top-10 results

compared to the tweets-based scheme and ID-based scheme, respectively.

6 Conclusion and future work

In this paper we present a novel hybrid scheme for followee recommending in the microblogging system.

Our design is based on the observation that microblogging systems have dual roles of social network

and news media platform. Accordingly, in our scheme both the information sources of content relevance

and social structure are considered. Specifically, we propose a linear weighted model to combine the two

factors. To fast approach the optimal settings of the parameters in the model, we further design the

SAWA algorithm, which adapts the simulated annealing algorithm. The SAWA algorithm automatically

assigns the weights of factors in the linear weighted model. We evaluate this design using large-scale of

real-world datasets collected from Sina Weibo. Experiment results show that this hybrid design greatly

outperforms existing schemes in terms of recommendation accuracy.

Our scheme can make good followee recommendation for users whose tweets contextual information

and social link information are sufficient. Our future research will target at how to make reasonable

followee recommendation for newly registered users whose relevant information is not enough to analyze

the target user’s interest in our present scheme.
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