
. RESEARCH PAPER .

SCIENCE CHINA
Information Sciences

April 2016, Vol. 59 042303:1–042303:14

doi: 10.1007/s11432-015-5365-z

c© Science China Press and Springer-Verlag Berlin Heidelberg 2016 info.scichina.com link.springer.com

Self-mixed self-interference analog cancellation in

full-duplex communications

Hongtao LU1, Shihai SHAO1*, Kai DENG2 & Youxi TANG1

1National Key Laboratory of Science and Technology on Communications,

University of Electronic Science and Technology of China, Chengdu 611731, China;
2Department of Physical Science and Electronic Engineering, Yibin University, Yibin 644000, China

Received June 15, 2015; accepted August 11, 2015; published online February 3, 2016

Abstract Rather than using existing self-interference cancellation methods, which essentially consist of re-

construction and subtraction, this paper proposes a novel approach, based on multiplication, to cancel self-

interference in the analog domain in full-duplex communications. This approach is called self-mixed self-

interference analog cancellation (SM-SIAC). Moreover, rather than using an individual analog cancellation

circuit in existing self-interference cancellation methods, SM-SIAC can merge the analog cancellation circuit

and the receiver. SM-SIAC is configured with three auto-tuning loops, consisting of one delay loop and two gain

loops. SM-SIAC is further simplified with the Gaussian minimum shift keying (GMSK) self-interference signal.

When these loops converge, the paper analyzes the cancellation capacity and derives a closed-form expression for

the quadrature amplitude modulation self-interference signal and the GMSK self-interference signal. Simulation

results illustrate the convergence of the gain loops and the cancellation capacity in the presence of engineering

errors.
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1 Introduction

Currently, wireless radios using either the time-division approach or the frequency-division approach

for bidirectional communications are generally in half-duplex mode. Hence, simultaneous reception and

transmission in the same frequency band, i.e., full-duplex communication, can potentially double the

throughput of half-duplex mode. Besides, full-duplex mode has advantages in overcoming thorny prob-

lems, such as hidden terminals, high end-to-end delays [1], and spectrum sensing in cognitive radio [2]. Due

to these significant advantages, full-duplex communications have been attracting an increasing amount

of research interest [3–20].

For full-duplex radio, the incoming composite signal consists of the user signal, the strong self-

interference coupled from the transmit chain, and thermal noise. The most challenging problem is how

to mitigate the destructive self-interference before the analog-to-digital converter (ADC) stage [4]. The

cancellation is called analog cancellation. Ref. [3] reported an analog cancellation approach, shown in
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Figure 1 Existing approach for self-interference cancellation.

Figure 1, for narrowband systems. The approach follows path #1 and consists of two steps: (1) recon-

structing a reference signal using the transmitted signal and (2) subtracting the reference signal from the

incoming composite signal. Ref. [4] presented a different approach that follows path #2. Since then, the

two approaches have dominated the development of full-duplex communications [1, 4–19].

Researchers [1, 13] have used the QHx220 [21] to reconstruct the reference signal. Researchers [10]

have realized the subtraction operation using a Balun circuit, which inverts the reference signal instead

of shifting its phase by π. This gave better cancellation capacity in the experiments. Refs. [4–9] couple

the transmitted signal following path #2 and use an auxiliary transmit chain to up-convert the reference

signal. In this mode, the reference signal is reconstructed in the digital domain, and various digital signal-

processing algorithms [9] can be used to adjust the amplitude, the phase, and the delay. In contrast,

Refs. [10–19] firmly follow path #1 and hardly take into account the noise and nonlinearities introduced

by the transmit chain in the reference signal. In this case, the analog cancellation circuit contains one

or several taps, each of which consists of a scaler device along with either a delay line or a phase shifter,

or both. Ref. [11] realized self-interference reduction of 63 dB by employing up to 16 taps. All of these

approaches are based on the reconstruction–subtraction operation, which does not make full use of the

self-interference signal features to simplify the analog cancellation circuit and thus occupies additional

printed circuit board area and consumes additional energy.

This paper proposes the self-mixed analog self-interference cancellation (SM-SIAC) method, which

essentially is a combination of an analog cancellation circuit and a direct-conversion receiver [22, 23].

SM-SIAC uses two different methods for analog cancellation: (1) transforming the self-interference signal

before the cancellation (no operation is applied on the self-interference signal before the subtraction oper-

ation in the existing analog cancellation approaches [11]) to obtain special characteristics and (2) merging

the analog cancellation in the receiver (the analog cancellation circuit and receiver are individual systems

in existing full-duplex radios [12]). SM-SIAC multiplies the transmitted signal by the received com-

posite signal first and then employs three auto-tuning loops to maximize the cancellation performance.

The multiplication operation is the biggest difference between SM-SIAC and the existing approaches.

If the self-interference is a Gaussian minimum shift keying (GMSK) signal, SM-SIAC will be simplified

considerably.

This paper is organized as follows. In Section 2, the proposed SM-SIAC approach is described in detail.

Section 3 builds the auto-tuning loops. The performance analysis involving adjustment errors is carried

out in Section 4. Section 5 gives the simulation results.

2 Self-mixed self-interference analog cancellation

For a full-duplex radio, the received composite signal contains the user signal and the self-interference

signal leaking from its own transmitter, as shown in Figure 2. The two signals have the same statistical

characteristics in both the frequency domain and the time domain, except for a large difference in power.

The typical receiver sensitivity of a Wi-Fi radio is −90 dBm, which is up to 110 dB lower than its typical

transmitting power of 20 dBm [24]. Considering that the circulator handles an isolation of 15 dB [11,14],

the residual self-interference is still 95 dB higher than the receiver sensitivity. Unfortunately, the ADC,

typically found in commodity Wi-Fi radios [11], has a dynamic range of hardly 72 dB. This means that
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Figure 2 Block diagram of the proposed approach.

the user signal will be swamped completely by the quantization noise and thus the self-interference must

be eliminated before the ADC stage [4, 25].

In Figure 2, the received composite signal is given by

r(t) = rI(t) + rU (t) + n(t), (1)

where rI(t) represents the self-interference signal, rU (t) represents the user signal, and n(t) represents

thermal noise. The transmitted signal is given by

s(t) = ℜ{b(t) exp(j2πfct)}, (2)

where b(t) = A(t) exp [jφ(t)] is a low-pass complex signal. The transmitted radio frequency signal in (2)

couples into the receiver via the circulator. Thus, the self-interference signal is an attenuated and delayed

version of the transmitted signal and is given by

rI(t) = GIs(t− τI) = GIℜ{b(t− τI) exp[j2πfc(t− τI)]}. (3)

The user signal at the receiver antenna is given by

rU (t) = ℜ{bU (t) exp(j2πfct)}, (4)

where bU (t) = AU (t) exp[jφU (t)] is its low-pass equivalent. Filtered by the prefilter, the thermal noise

becomes a band-limited white Gaussian random process [26] and is given by

n(t) = ℜ{bn(t) exp(j2πfct)}, (5)

where bn(t) = An(t) exp[jφn(t)] is the low-pass equivalent of thermal noise. Substituting (3), (4), and (5)

into (1) yields

r(t) = ℜ{[hIb(t− τI) + bU (t) + bn(t)] exp(j2πfct)}, (6)

where hI = GI exp(−j2πfcτI) is the impulse response of the self-interference channel. In the SM-SIAC

approach, the signal processing consists of four steps as follows.

1. A quadrature hybrid circuit splits the incoming signal into two parts with a 90-degree relative phase

difference. Ignoring the power difference and the common phase shift, the two signals are given by

ri(t) = ℜ{[hIb(t− τI) + bU (t) + bn(t)] exp(j2πfct)},

rq(t) = ℜ{[hIb(t− τI) + bU (t) + bn(t)] exp(j2πfct− jπ/2)},
(7)
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respectively.

2. The self-mixed signals, i.e., the product of the channel inputs and the τC -delayed replica of s(t), are

given by

mi(t) = ri(t)s(t− τC), mq(t) = rq(t)s(t − τC). (8)

Substituting (2) and (7) into (8) yields

mi(t) =
1

2
ℜ{[hIb(t− τI) + bU (t) + bn(t)]b

∗(t− τC) exp(j2πfcτC)}+

1

2
ℜ{[hIb(t− τI) + bU (t) + bn(t)]b(t− τC) exp(j4πfct− j2πfcτC)},

mq(t) =
1

2
ℜ
{

[hIb(t− τI) + bU (t) + bn(t)]b
∗(t− τC) exp

(

j2πfcτC − j
π

2

)}

+

1

2
ℜ
{

[hIb(t− τI) + bU (t) + bn(t)]b(t− τC) exp
(

j4πfct− j2πfcτC − j
π

2

)}

.

(9)

3. The reference signals are the scaled versions of the squared s(t− τC) and are given by

sib(t) =
1

2
ηis2(t− τC) =

1

2
ηi‖b(t− τC)‖

2
+

1

2
ηiℜ{b2(t) exp[j4πfc(t− τC)]},

sqb(t) =
1

2
ηqs2(t− τC) =

1

2
ηq‖b(t− τC)‖

2 +
1

2
ηqℜ{b2(t) exp[j4πfc(t− τC)]},

(10)

where ηi and ηq are the attenuator scalars.

4. The difference between the self-mixed signals and the reference signals is filtered by the low-pass

filter, which is used to suppress the component centered at 2fc. The final outputs of SM-SIAC are

given by

ui(t) = [mi(t)− sib(t)]
∣

∣

low-pass filter

=
1

2
ℜ{[hIb(t− τI) + bU (t) + bn(t)]b

∗(t− τC) exp(j2πfcτC)− ηi‖b(t− τC)‖
2
},

uq(t) = [mq(t)− sqb(t)]|low-pass filter

=
1

2
ℜ{[hIb(t− τI) + bU (t) + bn(t)]b

∗(t− τC) exp(j2πfcτC − jπ/2)− ηq‖b(t− τC)‖
2},

(11)

which are fed to the ADC, subsequently. Combining the two signals in (11) yields a complex signal,

which is given by

u(t) = ui(t) + juq(t) = β(t) + γ(t) + κ(t), (12)

where β(t) = 1
2 exp(j2πfcτC)hIb(t− τI)b

∗(t− τC)−
1
2η‖b(t− τC)‖

2
denotes the residual self-interference,

γ(t) = 1
2 exp(j2πfcτC)bU (t)b

∗(t − τC) denotes the desired signal, κ(t) = 1
2 exp(j2πfcτC)bn(t)b

∗(t − τC)

denotes the noise, and η = ηi + jηq.

3 Auto-tuning

There are three adjustment parameters to be tuned in SM-SIAC: (1) ηi for the in-phase receive channel,

(2) ηq for the quadrature receive channel, and (3) τC for both. The objective is the power of the residual

self-interference, i.e.,

arg min
τC ,ηi,ηq

Pβ , (13)

where P· represents the power of a signal. The solutions of (13) are

{

τC = τI ,

η = GI .
(14)

Two gain loops and one delay loop are designed below to tune the adjustment parameters automatically.
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3.1 Tuning the variable attenuators

For τC = τI , u(t) is simplified and given by

u(t)|τC=τI
= γ(t) + κ(t) + ∆η‖b(t− τC)‖

2
, (15)

where ∆η = GI − η is the unknown gain error ∆η, and we will develop a special algorithm for it below.

The direct current (DC) component in u(t)|τC=τI
is computed and given by

uDC = lim
a→∞

1

2a

∫ a

−a

u(t)|τC=τI
dt = ∆η lim

a→∞

1

2a

∫ a

−a

‖b(t− τC)‖
2
dt = ∆ηRb(0), (16)

where R·(·) denotes the autocorrelation function of a signal and the subscript “DC” represents the DC

component in a signal. ∆η is computed and given as

∆η = uDC/Rb(0) ⇔

{

∆ηi = ℜ{uDC/Rb(0)} = ui
DC/Rb(0),

∆ηq = ℑ{uDC/Rb(0)} = uq
DC/Rb(0),

(17)

which is used to exploit two feedback loops, called gain loops. One gain loop tunes ηi, and the other

tunes ηq. In each of the gain loops, the DC detector outputs the gain error, which the corresponding

variable attenuator uses to change its own gain value. It is expected that, when the gain loops converge,

the scalars of the two variable attenuators approach the optimal values, i.e., η = GI .

3.2 Tuning the stepping delay line

For τC 6= τI , however, the gain loops converge to biased values, which are given in complex form by

η =
exp(j2πfcτC)hIRb(τ)

Rb(0)
, (18)

where τ = τC − τI is the delay error. Eq. (18) shows that the gain loop errors depend on the delay error.

When the gain loops converge, u(t) becomes

u(t)|η-cvg = γ(t) + κ(t) + hI exp(j2πfcτC)

[

b(t− τI)b
∗(t− τC)−

Rb(τ)‖b(t− τC)‖
2

Rb(0)

]

, (19)

the power of which is computed and given by

Pu(t)|η-cvg
(τ) = Pγ + Pκ +G2

I lim
a→∞

1

2a

∫ a

−a

∥

∥

∥

∥

b(t+ τ)b∗(t)−
Rb(τ)

Rb(0)
‖b(t)‖

2

∥

∥

∥

∥

2

dt. (20)

It is clear that Pu(t)|η-cvg
(τ) reaches the minimum Pγ + Pκ when τC = τI . Therefore, the paper builds a

feedback loop, called the delay loop, to tune the stepping delay line to approach the optimal delay τI .

3.3 Auto-tuning loops

There are bidirectional impacts between the gain loops and the delay loop. Hence, the auto-tuning process

is a two-dimensional search problem. The block diagrams of the three loops are plotted in Figure 2. Note

that the continuously variable attenuator is currently valid [27] and, consequently, the gain loops must

be designed to make full use of the resolution. The processes in the gain loops are listed in Algorithm 1,

which uses an integral circuit to realize the DC detection function. The two gain loops run in parallel

in the analog domain entirely in the form of first-order feedback loops whose convergence condition is

GD ∈ (0, 2/TD/Rb(0)). Unfortunately, it is hard to produce the precise variable delay line [11] at present.

Cascading the stepping delay lines [28] and the fixed delay lines [29] gives a solution for the stepping delay

line module, which handles a discrete time delay varying in a large range. A feasible search algorithm is

to try all the valid delays of the stepping delay line. The detailed processes are listed in Algorithm 2.
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Algorithm 1 Processes of the gain loops

Require: The DC detector gain GD > 0, the integral time TD > 0, the two variable attenuators ηi = 0 and ηq = 0, the

thresholds V i and V q;

1: n = 0;

2: while 1 do

3: ∆ηi ⇐ GD

∫ (n+1)TD

nTD
ui(t)dt, ∆ηq ⇐ GD

∫ (n+1)TD

nTD
uq(t)dt; % Realized by the DC detectors.

4: if ∆ηi 6 V i and ∆ηi 6 V q then

5: Break;

6: end if

7: ηi ⇐ ηi +∆ηi, ηq ⇐ ηq +∆ηq ; % Realized by the variable attenuators.

8: ui(t) = mi(t) − ηiss(t), uq(t) = mq(t) − ηqss(t); % Realized by the variable attenuators, subtractors, and low-pass

filters.

9: n ⇐ n+ 1;

10: end while

Algorithm 2 Processes of the delay loop

Require: The power threshold Pth > 0, the check period Tp > 0;

1: τtmp ⇐ 0;

2: Pu,tmp ⇐ 0;

3: for each valid delay τC of the stepping delay line do

4: Pu ⇐ the output of the received signal strength indicator (RSSI) module;

5: while 1 do

6: Pu,last ⇐ Pu;

7: Delay Tp second; % Check for the convergence of the gain loops every Tp second.

8: Pu ⇐ the output of the RSSI module;

9: if
∣

∣Pu,last − Pu

∣

∣ 6 Pth then

10: Break;

11: end if

12: end while

13: if Pu < Pu,tmp then

14: Pu,tmp ⇐ Pu;

15: τtmp ⇐ τC ; % Record the optimal delay.

16: end if

17: end for

18: Apply τtmp to the stepping delay line;

4 Performance analysis

The paper defines performance as the improvement of the signal to interference plus noise ratio (SINR) [4]

when the auto-tuning loops converge. The SINRs for r(t) and u(t) are given by







SINRr =
PrU

PrI
+Pn

,

SINRu =
Pγ

Pβ+Pκ
.

(21)

The cancellation capacity of SM-SIAC is computed and given by

Gc =
SINRu

SINRr

=
Pγ(PrI + Pn)

PrU (Pβ + Pκ)
=

2PbPrU (PrI + Pn)

PrU (Pβ + 2PnPb)
=

1 + NIR
Pβ

2PrI
Pb

+NIR
, (22)

where NIR = Pn/PrI is the thermal noise to self-interference power ratio. From (3), we have PrI =

G2
IPb/2. And substituting Pb = Rb(0) and (18), we obtain that Pβ/2/PrI/Pb is the power of the normal-

ized residual interference signal, which is given by

∆r(t) =
b(t+ τ)b∗(t)−Rb(τ)‖b(t)‖

2
/Rb(0)

Rb(0)
. (23)

Note that NIR ≪ 1 and, consequently, the performance is rewritten as

Gc = (P∆r
+NIR)

−1
. (24)
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For τ = 0, the cancellation capacity Gc reaches the upper bound

Gc,upper bound = NIR−1. (25)

The upper bound means that the residual self-interference reduces to the noise floor ideally. To obtain the

general expression of the cancellation performance, the paper takes the quadrature amplitude modulation

(QAM) signal and the GMSK signal as examples.

4.1 QAM signal

For a QAM signal, the low-pass equivalent signal of the transmitted signal is given by

b(t) = Gt

∑

n

Inp(t− nT ), (26)

where Gt is the amplitude gain of the transmitter, {In} is an independent stationary information sequence

with a normalized variance, T is the symbol interval, and p(t) is the basic modulation pulse with an energy

of T . Substituting (26) into (23) yields

∆r(t) =
∑

m

∑

n

InI
∗
mp(t+ τ − nT )p∗(t−mT )−

Rb(τ)

Rb(0)

∑

m

∑

n

InI
∗
mp(t− nT )p∗(t−mT )

=
∑

α

∑

n

InI
∗
α+np(t+ τ − nT )p∗(t− αT − nT )−

Rb(τ)

Rb(0)

∑

α

∑

n

InI
∗
α+np(t− nT )p∗(t− αT − nT )

=
∑

α

∑

n

wα,np1,α,τ(t− nT ), (27)

where wα,n = I∗α+nIn is a new information element and p1,α,τ (t) = p∗(t−αT ) [p(t+ τ)−Rp(τ)p(t)/T ] is

a new shaping pulse. It is clear that ∆r(t) consists of component digital signals, each of which is defined

as ∆α
r (t) =

∑

n wα,np1,α,τ (t− nT ). Therefore, P∆r
is given by

P∆r
= P∆r1

+ P∆r2
+ P∆r3

, (28)

where P∆r1
=
∑

α6=0 P∆α
r
, P∆r2

= P∆0
r
, and P∆r3

=
∑

α

∑

υ 6=α lim
a→∞

1
2a

∫ a

−a
∆α

r (t)∆
υ*
r (t)dt is the cross

item and shows the correlation between the component digital signals.

Considering ∆α
r (t) as a new linearly modulated signal and using the power spectral density (PSD)

formulation of digital signals [26], P∆r1
is derived and given by

P∆r1
=
∑

α6=0

∫ ∞

−∞

Fα,τ (f)df, (29)

where Fα,τ (f) = ‖F (p1,α,τ (t))‖
2
/T and F(·) represents the Fourier transform. Using the same method,

P∆r2
is computed and given by

P∆r2
= D(‖In‖

2)

∫ ∞

−∞

F0,τ (f)df +
1

T

∑

n

F0,τ (nT ), (30)

where D(·) represents the variance of a random variable. P∆r3
is derived and given by

P∆r3
= 2

∞
∑

α=1

ℜ
{

Rp2,τ
(αT )

}

, (31)

where Rp2,τ
(·) is the autocorrelation function of p2,τ (t) = p(t) [p(t+ τ) −Rp(τ)p(t)/T ]. Substituting (29)

into (31), the cancellation capacity Gc in (22) is written as

Gc =







∑

α6=0

∫ ∞

−∞

Fα,τ (f)df +D(‖In‖
2
)

∫ ∞

−∞

F0,τ (f)df

+
1

T

∑

n

F0,τ (nT ) + 2

∞
∑

α=1

ℜ
{

Rp2,τ
(αT )

}

+NIR

}−1

. (32)
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4.2 GMSK signal

The GMSK signal [30] is given by

b(t) = Gt exp

(

j2πh

∫ t

−∞

∑

n

Ing(t1 − nT )dt1

)

, In ∈ {−1, 1}, (33)

where h = 0.5 is the modulation index. Since the GMSK signal has a constant envelope, the block

diagram of SM-SIAC is simplified and plotted in Figure 3. The squarer device and the gain loops are

removed. Only two DC blocking devices are used to filter out the self-interference energy. Eq. (23)

becomes

∆r(t) =
b(t+ τ)b∗(t)

Rb(0)

∣

∣

∣

∣

DC block

, (34)

when DC blocking devices are used instead of the gain loops. Substituting (33) into (34) yields

∆r(t) = exp

[

j2πh

(

∫ t+τ

−∞

∑

n

Ing(t1 − nT )dt1 −

∫ t

−∞

∑

n

Ing(t1 − nT )dt1

)]∣

∣

∣

∣

∣

DC block

= exp

[

j2πh

(

∫ t

−∞

∑

n

Ing(t1 + τ − nT )dt1 −

∫ t

−∞

∑

n

Ing(t1 − nT )dt1

)]
∣

∣

∣

∣

∣

DC block

= exp(jφτ (t))|DC block , (35)

where

φτ (t) = 2πh

∫ t

−∞

∑

n

In(g(t1 + τ − nT )− g(t1 − nT ))dt1

= 2πh
∑

n

In

(

∫ t+τ−nT

−∞

g(t1)dt1 −

∫ t−nT

−∞

g(t1)dt1

)

≈ 2πhτ
∑

n

Ing(t− nT ). (36)

Ref. [28] gives a delay line with a step interval of 0.1 ns, which is far smaller than the symbol interval in

the existing communication systems, such as GSM. In that case, φτ (t) is very small and

∆r(t) = [cos(φτ (t)) + j sin(φτ (t))]|DC block ≈ jφτ (t). (37)
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Combining (36) and (37), we have

P∆r
=

4π2h2
∫∞

−∞
g2(t)dt

T
τ2. (38)

Then, the performance becomes

Gc =

{

4π2h2
∫∞

−∞
g2(t)dt

T
τ2 +NIR

}−1

, (39)

where
∫∞

−∞
g2(t)dt can be computed using numerical computation methods.

5 Simulation results

In this section, we present some simulation results to verify the analysis in Section 4 with engineering

errors. The carrier frequency is 2 GHz. The powers for rU (t), rI(t), and n(t) are set to −70 dBm, 0

dBm, and −80 dBm, respectively. In that case, we have NIR = −80 dB.

5.1 Simulations for the QAM signal

For a QAM signal, two problems need to be considered: (1) the finite integral time and detector gain

of the DC detectors and (2) the timing error resulting from the step interval. The simulations use the

64-QAM constellation and a square root raised cosine pulse with a roll-off factor of 0.22. The gain loops

employ two voltage variable attenuators, which are valid currently.

5.1.1 Finite integral time and detector gain of the DC detector

In practice, the two DC detectors integrate ui(t) and uq(t), respectively, in which there exists a strong

alternating current component. Consequently, for finite integral time TD, ∆ηi and ∆ηq contain residual

alternating current components, which act as random errors. Moreover, each of the gain loops is essentially

a first-order loop and, consequently, the detector gain GD must be considered. Therefore, we give some

simulation results in Figure 4 where the self-interference bandwidth is 20 MHz and the step interval of

the stepping delay line is 0.1 ns.

To illustrate intuitively the impact of the finite integral time, we run the simulation 100 times for each

integral time TD and plot all the 100 results in Figure 4 (a) and (c). For a shorter integral time, the

simulated results scatter in a larger range because the DC detector output error is stronger and vice

versa. For a fixed integral time, the scattering range enlarges as the timing error increases. Moreover, a

bigger detector gain results in a larger scattering range. In Figure 4 (b) and (d), the gain loops converge

as the time increases. It is clear that the gain loops cost less time before converging when either the

detector gain increases or the timing error decreases. These simulated results illustrate that the detector

gain GD and the integral time TD must be designed carefully to realize the tradeoff between performance

and the convergence speed of the gain loops.

5.1.2 Step interval of the stepping delay line

For the delay loop, the problem is whether Algorithm 2 yields the optimal delay or not. Note that

the step interval of the stepping delay line results in an inevitable timing error, which decreases the

performance. In Figure 5, the simulations employ a delay line with a step interval of 0.4 ns, an integral

time of 1ns in the DC detectors, and self-interference with a bandwidth of 20 MHz. They are executed

for 100 times for each timing error τ . For the unknown self-interference channel, the best alignment is

that the self-interference delay τI is located exactly at a valid delay of the stepping delay line. For that

case, the simulated results are shown in Figure 5 (a) and (c). Algorithm 2 can separate the optimal

value easily. The worst alignment is that the self-interference delay τI is located at the middle of a step

interval. In Figure 5(b), the optimal value and the suboptimal value are still separable. However, the
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Figure 4 (a) Performance Gc vs. integral time TD for different timing errors τ for detector gain GD = 0.5; (b) performance

Gc when the gain loops converge for different timing errors τ for integral time TD = 100 ns and detector gain GD = 0.5;

(c) performance Gc vs. integral time TD for different timing errors τ for detector gain GD = 0.6; (d) performance Gc when

the gain loops converge for different timing errors τ for integral time TD = 100 ns and detector gain GD = 0.6.

scattering range for the optimal value and that for the suboptimal value overlap in Figure 5(d). That

means that Algorithm 2 probably outputs a suboptimal value but not the optimal value. To avoid this

mistake, the scattering range must be narrowed to a tolerable range. The tolerable ranges for different

step intervals are plotted in Figure 6. It is clear that a step interval of 0.4 ns results in a tolerable range of

9.5 dB, which is smaller than the scattering range 10.9 dB in Figure 5(d). That is why the error occurs.

If the step interval is greater than 0.04 ns, the tolerable range is no less than 9.4 dB. However, when the

step interval is smaller than 0.04 ns, the tolerable range quickly approaches 0, which means a quickly

increased requirement for the gain loop design. Figure 6 gives a reference for the designer to determine

the requirement for the gain loops. Although the above results are computed using self-interference with

a bandwidth of 20 MHz, the curve in Figure 6 is independent of the self-interference bandwidth.

Figure 7 gives some simulated results to illustrate the effect of the self-interference bandwidth on the

performance for different timing errors. When the timing error equals 0, the self-interference bandwidth

has no effect on the performance. However, the timing error is always non-zero in practice and the perfor-

mance will degrade as the self-interference bandwidth increases. For self-interference with a bandwidth

of 20 MHz, a timing error of 0.1 ns results in a performance degradation of about 30 dB, from 80 dB

down to 50 dB. This shows that the performance of broadband self-interference is more sensitive to the

timing error than that of the narrowband self-interference.

5.2 Simulations for the GMSK signal

If a full-duplex radio transmits a GMSK signal, the SM-SIAC block diagram is greatly simplified. The

most obvious feature is that the gain loops are removed. Hence, the stepping delay line is the sole
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adjusting device. In the simulations below, the symbol interval T is set to 50 ns.

For a step interval of 0.4 ns, the simulated results for the best alignment and the worst alignment are

plotted in Figure 8, with the normalized premodulation filter bandwidth BT = 0.3. Because the gain

loops are replaced by the DC blocking devices, Algorithm 2 will always yield the optimal delay if the

RSSI outputs a sufficiently accurate power value. In Figure 8 (a) and (b), the errors in the RSSI outputs
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signal.

are not big enough to make the optimal delay and the suboptimal delay inseparable.

The GMSK frequency shaping pulse g(t) for various normalized premodulation filter bandwidths BT

are plotted in [31]. A smaller BT means a “fatter” g(t), which has less energy than the “thinner” ones.

This is the reason why the performance increases as BT decreases in Figure 9. Figure 10 illustrates the

linear relationship between the timing error τ and the performance Gc in (39).

5.3 Comparison with existing methods

A comparison between the SM-SIAC method and the existing methods, the ones reported in [1, 4, 11], is

shown in Table 1. The advantages of SM-SIAC are as follows:

1. SM-SIAC realizes the analog cancellation and down-conversion simultaneously, which reduces the

hardware complexity considerably.

2. Since it uses the characteristics of self-interference, SM-SIAC and the method in [3] are suitable for

specialized radios.

3. The gain loops run in the analog domain and thus they are easily integrated.

4. SM-SIAC does not require the reference signal to have the same power as self-interference and this

therefore reduces the transmitted power.

Consequently, SM-SIAC is attractive for small and low-power full-duplex devices, especially for GMSK

radios.
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Table 1 Comparison with existing methods

Items SM-SIAC Single-tap [1]
Auxiliary Tx

chain [4]
Multi-taps [11]

1. Functions

Analog

cancellation and

down-conversion

Analog

cancellation

Analog

cancellation

Analog

cancellation

2. Need additional down-

conversion circuits in the

receiver?

No Yes Yes Yes

3. Uses the characteristics of

self-interference?
Yes No Yes No

4. In which domain does the

auto-tuning algorithm run?

Analog and digital

domains
Digital domain Digital domain Digital domain

5. Hardware complexity of

the receiver
Low Medium Medium High

6. Tx power reduction Low Medium Zero High

7. Thermal noise increment Low Low Low High

8. Power consumption Low Medium Medium High

9. Application scenarios Single-path Single-path Multi-path Multi-path

10. Most suitable modulation

mode
GMSK

All existing

modulation modes

Orthogonal

frequency division

multiplexing

All existing

modulation modes

11. Analog cancellation

performance
Low Low Low High

6 Conclusion

This paper proposes two novel methods for self-interference cancellation in full-duplex communications.

Following the two methods, a realistic cancellation technique, SM-SIAC, is described and analyzed. The

auto-tuning loops are analyzed with engineering errors. Taking the QAM signal and the GMSK signal

as examples, the paper derives the closed-form performance expression for SM-SIAC where the SINR

improvement is used as the metric. The simulation results illustrate the operations and the effects

of the auto-tuning loops and the delay loop. In the SM-SIAC approach, the functions of the direct-

conversion receiver and self-interference analog cancellation are merged, which reduces costs and circuit

complexity. The self-mixed operation allows the gain loops to operate completely in the analog domain

and, consequently, reduces the auto-tuning complexity significantly.
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