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Abstract This paper addresses the formation control problem of multiple Euler-Lagrange systems with model

uncertainties in the environment containing obstacles. Utilizing the null-space-based (NSB) behavioral control

architecture, the proposed problem can be decomposed into elementary missions (behaviors) with different

priorities and implemented by each individual system. A class of novel coordination control algorithms is

constructed and utilized to achieve accurate formation task while avoiding obstacles and guaranteeing the model

uncertainty rejection objective. By using sliding mode control and Lyapunov theory, the formation performance

in closed-loop multi-agent systems is proven achievable if the state-dependent gain of the obstacle avoidance

mission is appropriately designed. Finally, simulation examples demonstrate the effectiveness of the algorithms.
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1 Introduction

In recent decades, research on coordination control of multi-agent systems has long been of interest

owing to its broad applications in many research directions, such as coverage control, consensus, formation

control, and flocking [1–3]. The study of Lagrangian systems has attracted the attention of many scholars

because of its generic representation of many mechanical systems (e.g., attitude dynamics of rigid bodies,

robot manipulators, autonomous vehicles, walking robots) [4–10]. However, most of the existing results

can only be applied in ideal environments, and may lose their advantages in complex environments, such

as environments with obstacles. Furthermore, the high cost of some actual applications increasingly

necessitates high-precision control requirements. Thus, research on high-precision control algorithms in

complex environments has many practical implications. This paper focuses on the accurate formation

control of multiple Euler-Lagrange systems with model uncertainties in environments containing obstacles.

Applications of robotic system include service, industrial, military, and other civil fields and involve

missions like exploration, clean, transportation and manipulation [1,10]. In recent years, control of multi-

robot systems and multi-agent systems has received increasing attention as these systems overcome the
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main dilemmas that an individual robot system is unable to deal with. Essentially, multi-robot systems

can increase the overall system effectiveness, by achieving cooperative group performance, which results

in lower operational costs, fewer system requirements, higher robustness, stronger adaptivity, and flexible

scalability. System’s robustness increases through not only unit redundancy but also the simple design of

the individual system. The computational load associated with simulation, analysis and control system

design is decreasing. Additionally, a simplified model leads to a simplified control system structure. Owing

to the aforementioned motivations, three approaches are adopted for controlling multi-robot systems: a

centralized approach, a decentralized approach, and a distributed approach [11–18].

Among the plentiful control frameworks for multi-robot systems coordination, behavioral based ap-

proaches were previously investigated [19–22], namely the null-space-based behavioral (NSB) control.

The NSB architecture differs from single robot control approaches in that, in the behavioral coordination

method, it determines a set of suitably defined elementary missions (behaviors) and their priorities. The

final behavior is composed by the outputs of the single elementary behaviors. It is noteworthy that the

priorities are determined by the mission requirements (or importances) and environmental constraints.

In particular, it uses a geometric, hierarchy-based composition of the missions’ outputs to obtain the

motion reference commands for the robot systems; this composition allows the overall systems to exhibit

robustness with respect to eventually conflicting control missions. However, the existing literature mainly

connects with asymptotic stability results and usually neglects the influence of model uncertainty and

external disturbance. Hence, new results with respect to the finite-time stability would be more valuable

to complement its excellent properties of fast convergence rate and high precision.

Currently, with respect to multi-robot systems, several kinds of models are often considered. First, most

existing literature studied the first- and second-order systems. Recently, many researchers have begun to

focus on the coordination of higher-order multi-agent systems [23], nonlinear dynamics with uncertainties

[24,25], nonholonomic mobile robots [26], and general multiple mechanical (Euler-Lagrange) systems [27].

This was motivated by the fact that the nonlinear dynamics cannot be neglected for many kinds of

mechanical systems, such as autonomous unmanned ground/air/underwater vehicles [28–30], robotic

manipulators, and rigid bodies. Thus, it is unacceptable to model some practical applications using only

single- or double-integrator dynamics. Hence, it is of great significance to study the coordinated control

of Euler-Lagrange systems, which can generally describe the dynamics of mechanical systems [31,32].

Since the finite-time control design can provide fast convergence and high-precision performance [33,34],

it is more meaningful and challenging for multiple Euler-Lagrange systems.

The main contributions of this paper are: (1) The NSB sketch is extended to the application for more

complex dynamics. The proposed algorithms can guarantee that the multiple Euler-Lagrange systems

constitute and maintain formation while avoiding obstacles. (2) The NSB control strategy is extended

to combine with sliding mode control theory. The convergence of the system errors is proved by rigorous

finite-time stability proof and the upper bound of the small convergent regions have been calculated

accurately. (3) The proposed algorithm is robust to model uncertainty. Furthermore, it successfully

avoids the singular problem, which often occurs in the design of the terminal sliding mode.

2 Preliminaries and problem statement

Consider the general multiple mechanical system which is composed of n individual systems and modeled

by the Euler-Lagrange formulation as

Mi(qi)q̈i + Ci(qi, q̇i)q̇i + gi(qi) = τi, i = 1, . . . , n (1)

where Mi(qi) ∈ R
p×p is a symmetric positive definite inertia matrix, qi ∈ R

p is the vector of generalized

coordinates, Ci(qi, q̇i)q̇i ∈ R
p represents the centrifugal and coriolis forces, gi(qi) is the gravitational force,

and τi is the control force on the ith system.

The fundamental properties with respect to the system of (1) can be summarized as follows [27]:

Property 1 (Boundedness). The inertial matrix Mi(qi) has a lower and an upper bound. For any jth
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system, there exist positive constants mi, mi, kCi and kgi such that 0 < miIp 6 Mi(qi) 6 miIp, and

‖Ci(x, y)‖ 6 kCi‖y‖ for all vectors x, y ∈ R
p, and ‖gi(qi)‖ 6 kgi .

Property 2 (Skew symmetry). Ṁi(qi)− 2Ci(qi, q̇i) is skew symmetric.

Property 3 (Linearity in the dynamic parameters). Eq. (1) can be written as Mi(qi)x + Ci(qi, q̇i)y +

gi(qi) = Yi(qi, q̇i, x, y)Θi for all vectors x, y ∈ R
p, where Yi(qi, q̇i, x, y) is the regressor vector of the

generalized coordinates and their higher derivatives and Θi is the constant parameter vector associated

with the ith system.

The objective of this paper is to design a controller for a group of Euler-Lagrange systems to form a

formation while avoiding obstacles.

3 Controller design

Motivated by the NSB concept [20–22], to control the shape of multiple systems, aggregate mission

functions should be defined according to the control objective. By managing these mission functions and

combining them with proper priorities, it is possible to control the overall systems to perform different

kinds of missions. In the paper, the mission functions will be defined as the aggregate functions of the

global performance of the system. The group of systems moves while keeping a desired formation, as if

all the systems were fixed in point of a single system.

3.1 Formation control without obstacles

First, the formation control problem without obstacles is considered. The formation mission drives the

group of dynamics to a predefined formation relative to the barycenter. The mission function is defined

as ρς = [(q1 − qb)
T, . . . , (qn − qb)

T]T, where qb = 1
n

∑n
i=1 qi is the coordinate of the barycenter and

ρς,r = [ρς,r1, . . . , ρς,rn]
T denotes the coordinates of all systems in the desired formation. That is, once

the formation is defined, the elements of ρς,r represent the coordinates of each vehicle in the barycenter

reference frame. The formation mission error is defined as ρ̃ς = ρς,r − ρς . The corresponding Jacobian

matrix is defined as Qς = diag{A, . . . , A} ∈ R
pn×pn, and

A =















a b · · · b

b a · · · b
...
...
. . .

...

b b · · · a















∈ R
n×n, (2)

where a = 1 − 1
n , b = − 1

n . In the case of a fixed desired formation (ρ̇ς,r = 0) situation, the output of

the formation mission function is q̇ς = Q†
ς∆ς ρ̃ς , where Q†

ς is the pseudo inverse matrix of Qς . Since Qς

is symmetric and idempotent, Q†
ς = Qς . The following desired velocity for the formation mission by

generalized coordinates form is defined as

q̇ς = [q̇T1,ς , . . . , q̇
T
n,ς ]

T = Q†
ς∆ς ρ̃ς , (3)

where ∆ς is a positive definite matrix of gains. If ρ̃ς,r = 0 holds, the fixed desired formation is achieved.

The aggregate desired formation velocity of the n systems can be defined as

q̇r = q̇ς , (4)

where q̇r = [q̇T1,r, . . . , q̇
T
n,r]

T and q̇ς = [q̇T1,ς , . . . , q̇
T
n,ς ]

T ∈ R
pn.

Combined with the NSB control scheme, a nonsingular fast terminal sliding mode (NFTSM) is con-

structed for subsequent design:

σ = ˙̃q + c1q̃ + c2β(q̃), (5)
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where c1 and c2 are two positive designed parameters, q̃ = [q̃T1 , . . . , q̃
T
n ]

T = q − qr is the tracking error

of the positions. Additionally, ˙̃q = [ ˙̃qT1 , . . . , ˙̃q
T
n ]

T = q̇ − q̇r, σ = [σT
1 , . . . , σ

T
n ]

T, σi = [σi,1, σi,2]
T, β(q̃) =

[β1(q̃1)
T, . . . , βn(q̃n)

T]T, βi(q̃i) = [βi,1(q̃i,1), βi,2(q̃i,2)]
T and

βi,j(q̃i,j) ,

{

q̃ri,j , for σ̄i,j = 0 or σ̄i,j 6= 0, |q̃i,j | > ǫ,

ζ1q̃i,j + ζ2sig
2(q̃i,j), for σ̄i,j 6= 0, |q̃i,j | 6 ǫ.

for i = 1, . . . , n, j = 1, 2 and r = r1
r2
, where r1 , r2 are positive odd integers, 1

2 < r < 1, ǫ is a small

positive constant, ζ1 = (2− r)ǫr−1, ζ2 = (r − 1)ǫr−2, sigβ(·) is defined as sigβ(x) = |x|βsgn(x) for β > 0

and sigβ(x) = [sigβ(xi)]
T for x = [x1, . . . , xn]

T = [xi]
T ∈ R

n, i = 1, . . . , n, and sgn(·) is defined as the

sign function. For this kind of function, it follows that dsigβ(x)
dx = β |x|

β−1
, and σ̄i,j = ˙̃qi,j + c1q̃i,j + c2q̃

r
i,j .

The time derivative of βi,j(q̃i,j) can be obtained as follows:

β̇i,j( ˙̃qi,j) ,

{

rq̃r−1
i,j

˙̃qi,j , for σ̄i,j = 0 or σ̄i,j 6= 0, |q̃i,j | > ǫ,

ζ1 ˙̃qi,j + 2ζ2|q̃i,j | ˙̃qi,j , for σ̄i,j 6= 0, |q̃i,j | 6 ǫ.

where β̇( ˙̃q) = [β̇1( ˙̃q1)
T, . . . , β̇n( ˙̃qn)

T]T and β̇i( ˙̃qi) = [β̇i,1( ˙̃qi,1), β̇i,2( ˙̃qi,2)]
T. Denote q̇ν = [q̇Tν,1, . . . , q̇

T
ν,n]

T =

q̇r − c1q̃ − c2β(q̃) and q̈ν = [q̈Tν,1, . . . , q̈
T
ν,n]

T = q̈r − c1 ˙̃q − c2β̇( ˙̃q), then Eq. (5) becomes σ = q̇ − q̇ν .

Based on the aforementioned design, we proposed the following adaptive control laws:

τi = −Cσiσi − Csiσ
s
i + Yi(qi, q̇i, q̇ν,i, q̈ν,i)Θ̂i, (6)

˙̂
Θi = −Γ−1

i Yi(qi, q̇i, q̇ν,i, q̈ν,i)σi − γiΘ̂i, (7)

where s = s1
s2
, s1 and s2 are positive odd integers, and 0 < s < 1. Furthermore, Yi is a known regressor

matrix, Θ̂i is the estimation of Θi, and Θ̃i = Θi− Θ̂i denotes the estimate error. Additionally, Cσi = cσiI

and Csi = csiI are positive definite and constant matrices. Γi is a positive definite matrix, and γi > 0 is

a positive design parameter.

Theorem 1. Using the proposed control algorithm (6) and (7) with the desired velocity (4) for the

system (1), the generalized system errors q̃i,j and ˙̃qi,j will converge into the regions |q̃i,j | 6 η1 and | ˙̃qi,j | 6

η2, respectively, in finite time, respectively, where η1 = max{ǫ,min{ |o|
c1
, ( |o|c2

)1/r}}, η2 = |o|+ c1η1 + c2η
r
1 .

Proof. Substituting (6) into (1), we get:

Kσiσi +Ksiσ
s
i = −Mi(qi)σ̇i − Ci(qi, q̇i)σi − Yi(qi, q̇i, q̇ν,i, q̈ν,i)Θ̃i. (8)

Consider the Lyapunov function candidate V1 as

V1 = Vσ1 + Vρ1, (9)

where Vσ1 is considered to prove the stability of the system under the proposed control laws, and Vρ1 is

constructed to testify the stability of the formation mission.

Vσ1 =

n
∑

i=1

1

2
σT
i Mi(qi)σi +

n
∑

i=1

1

2
Θ̃T

i ΓiΘ̃i. (10)

Taking the derivative of Vσ1 along with the trajectory of (8), yields:

V̇σ1 =
n
∑

i=1

σT
i Mi(qi)σ̇i +

n
∑

i=1

1

2
σT
i Ṁi(qi)σi +

n
∑

i=1

Θ̃T
i Γi

˙̃Θi

= −

n
∑

i=1

σT
i

(

−τdi + Cσiσi + Csiσ
s
i + Yi(qi, q̇i, q̇ν,i, q̈ν,i)Θ̃i

)

+
n
∑

i=1

γiΘ̃
T
i ΓiΘ̂i +

n
∑

i=1

Θ̃T
i Yi(qi, q̇i, q̇ν,i, q̈ν,i)σi
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6 −
n
∑

i=1

σT
i Cσiσi −

n
∑

i=1

σT
i Csiσ

s
i +

n
∑

i=1

γiΘ̃
T
i ΓiΘ̂i

6 −

n
∑

i=1

σT
i Cσiσi −

n
∑

i=1

σT
i Csiσ

s
i −

n
∑

i=1

γi∆min(Γi)

2
‖Θ̃i‖

2 +

n
∑

i=1

γi∆min(Γi)

2
‖Θi‖

2,

where Properties 1–3 of (1) are used in the above inequation. With the aid of Lemma 2 from Zhou

and Xia [35], we can obtain V̇σ1 6 −λ1Vσ1 + λ2 where λ1 = min{ 2kσi

∆max(Mi(qi))
, γi∆min(Γi)

∆max(Γi)
}, λ2 =

∑n
i=1

γi∆min(Γi)
2 ‖Θi‖

2, where ∆min(·) and ∆max(·) denote the minimum and maximum eigenvalue of Γi,

respectively. Multiplying both sides of V̇σ1 6 −λ1Vσ1+λ2 by eλ1t, it can be expressed as d
dt (Vσ1(t)e

λ1t) 6

λ2e
λ1t. Then, integrating it over the range [0, t], we have 0 6 Vσ1(t) 6 λ2

λ1
+ [Vσ1(0) −

λ2

λ1
]e−λ1t.

Since 0 6 e−λ1t 6 1 and λ2

λ1
e−λ1t > 0, we can obtain [Vσ1(0) −

λ2

λ1
]e−λ1t 6 Vσ1(0). Thus, it yields

0 6 Vσ1(t) 6
λ2

λ1
+ Vσ1(0). Therefore, the boundedness of σi, Θ̃i is proved, moreover, the boundedness

of q̃i and ˙̃qi can be obtained; thus, qi and q̇i are bounded for the bounded qr,i and q̇r,i. Without loss of

generality, we assume that ‖Θ̃i‖ 6 εi with εi > 0.

From Property 1 of system (1), it can be easily derived that if qi, q̇i, qr,i, and q̇r,i are bounded,

Yi(qi, q̇i, q̇ν,i, q̈ν,i) is bounded. Assume that ‖Yi(qi, q̇i, q̇ν,i, q̈ν,i)‖ 6 ̺i. Define V ′
σ1 =

∑n
i=1

1
2σ

T
i Mi(qi)σi

and take its derivative:

V̇ ′
σ1 = −

n
∑

i=1

σT
i

(

Yi(qi, q̇i, q̇ν,i, q̈ν,i)Θ̃i + Cσiσi + Csiσ
s
i

)

6 −

n
∑

i=1

σT
i Cσiσi −

n
∑

i=1

σT
i Csiσ

s
i +

n
∑

i=1

λ3‖σi‖1, (11)

where λ3 = max{̺iεi}. With the aid of Lemma 2 [35], Eq. (11) can be rewritten as

V̇σ1 6 −
2∆σ

m
Vσ1 −∆s

(

2

m

)
1+s
2

V
1+s
2

σ1 +
n
∑

i=1

λ3‖σi‖1,

where

∆σ = min{cσ1, . . . , cσn}, ∆s = min{cs1, . . . , csn},

m = max{m1, . . . ,mn}, m = min{m1, . . . ,mn}.

Moreover, we obtain V̇σ1 + µ1Vσ1 + µ2V
1+s
2

σ1 6 0 for ‖σ‖1 > o, where µ1 = 2∆σ

m , µ2 = ∆s(
2
m )

1+s
2 , and

o := min{ 2λ3m
m∆σ

, s

√

λ3

∆s
(mm )

1+s
2 } is a small region, and we can minimize the small region by choosing large

control gains. Thus, the finite-time convergence of σ is proved and ‖σ‖1 6 o in finite time according to the

definition of finite-time stability from Yu et al. [36]. Furthermore, we get that q̃i,j and ˙̃qi,j will converge

to η1 and η2, respectively, in finite time, where η1 = max{ǫ,min{ |o|
c1
, ( |o|c2

)1/r}}, and η2 = |o|+c1η1+c2η
r
1 .

Second, the stability of the formation mission should be proved. Define the Lypunove function candi-

date Vρ1 for the formation mission as

Vρ1 =
1

2
ρ̃Tς γς ρ̃ς , (12)

where γς is parameter to be designed. Using the fact that ρ̇ς = Qς q̇ς , q̇ς = Q†
ς∆ς ρ̃ς and QςQ

†
ς = Inp, we

can obtain the derivative of (12) as V̇ρ1 = −ρ̃Tς γςQςQ
†
ς∆ς ρ̃ς 6 0. It can be seen that the formation always

maintains stable, and the tracking errors q̃i,j and ˙̃qi,j will converge to η1 and η2, respectively, in finite

time.

3.2 Formation control with obstacles

Unlike traditional formation and obstacle avoidance methods [37–41], this section is based on the NSB

scheme. The NSB statically determines a set of suitably defined elementary missions with different

priorities.



Chen J, et al. Sci China Inf Sci January 2016 Vol. 59 010202:6

Motion mission

Mission 
supervisor

Sensor

Obstacles avoidance
mission

qo

.

qζ
.

I=QTQ

qr

.

Σ

Figure 1 Sketch of the NSB with 2-missions. The mission supervisor is in charge of changing the relative priorities among

the missions.

In order to control a platoon of systems to form a formation and avoid obstacles in finite time, the two

mission functions, motion mission and obstacle avoidance mission, should be considered simultaneously.

The priority of motion is lower than that of obstacle avoidance. The overall mission achievement is

obtained by properly combining the two missions with the aid of the null-space projection mechanism [22]

which is shown in Figure 1. Hence, the desired velocity is given by

q̇r = q̇o + (I −Q†
oQo)q̇ς , (13)

where q̇r = [q̇T1,r, . . . , q̇
T
n,r]

T, and q̇o = [q̇T1,o, . . . , q̇
T
n,o]

T ∈ R
pn is the desired velocity for obstacle avoidance

mission, q̇i,o = Q†
i,o∆i,oρ̃i,o = (max{di − ‖qi − qi,o‖, 0} + ‖q̇i − q̇i,o‖) × ∆i,o(‖q̃i‖, ‖βi(q̃i)‖, ‖q̇i‖)r̂i, qi,o

denotes the position of the obstacle for the ith system, q̇i,o is the relative velocity for the obstacle and the

ith system, I ∈ R
2n×2n denotes the identity matrix. Additionally, Bi,o = {qi, qi,o ∈ R

2 : ‖qi − qi,o‖ 6 di}

marks a region ρi,or = di, where di is the minimum allowed safe distance between the ith system and an

obstacle. ρi,o = (max{‖qi− qi,o‖, di}+ di −‖q̇i − q̇i,o‖) is the mission function for obstacles avoidance. If

the mission is active, ρ̃i,o = ρi,or −ρi,o > 0, otherwise, ρ̃i,o = 0, where ρ̃o = [ρ̃i,o, . . . , ρ̃i,o]
T. Furthermore,

Qi,o = r̂Ti is the Jacobian matrix, r̂i = (qi − qi,o)/‖qi − qi,o‖ is a unity vector pointing at the nearest

obstacle, we denote Qo = [Q1,o, . . . , Qn,o] ∈ R
1×pn. ∆i,o(‖q̃i‖, ‖βi(q̃i)‖, ‖q̇i‖) > 0 is a state-dependent

gain to be defined later, and q̇ς = [q̇T1,ς , . . . , q̇
T
n,ς ]

T = Q†
ς∆ς ρ̃ς is the desired velocity for the formation

mission.

Theorem 2. Using the proposed control algorithm (6) and (7) with desired velocity (13) for system

(1), the following results are hold.

Case 1: The generalized system errors q̃i,j and ˙̃qi,j will converge to |q̃i,j | 6 η1 and | ˙̃qi,j | 6 η2 in finite

time if the motion and obstacle avoidance missions do not conflict, where

η1 = max{ǫ,min{ |o|
c1
, ( |o|c2

)1/r}} and η2 = |o|+ c1η1 + c2η
r
1 .

Case 2: If the obstacle avoidance mission is active and the overall missions are conflicting, the design

parameter satisfies ∆i,o(‖q̃i‖, ‖βi(q̃i)‖, ‖q̇i‖) = ∆⋆
i,o(‖q̃i‖, ‖βi(q̃i)‖, ‖q̇i‖) + ̺i, where ̺i is a robust term

(e.g., rejection measurement noise). After finishing the obstacle mission, the motion mission continues.

Moreover, the tracking errors q̃i,j and ˙̃qi,j will converge to η1 and η2, respectively, in finite time.

Proof. Similar to the proof of Theorem 1, Consider the overall Lyapunov function candidate V2 as

V2 = Vσ2 + Vρ2, (14)

where Vσ2 is considered to prove the stability of the systems under the proposed control laws, and Vρ2 is

constructed to testify the stability of the missions including motion and obstacle avoidance.

First, Vσ2 = Vσ1; therefore, the details are omitted here, as they are the same as the corresponding

content of Theorem 1.

Second, the stability of the motion with obstacle avoidance should be proved. Define the Lyapunov

function candidate Vρ2 for the motion mission as

Vρ2 =
1

2
γoρ̃

2
o +

1

2
ρ̃Tς γς ρ̃ς , (15)

where γo, γς are positive constants, and ρ̃o =
∑n

i=1 ρ̃i,o. When the system moves without obstacles in its

imminent surroundings, the item QςQ
†
o in (13) equals 0. Then we can obtain the derivative of Vρ as

V̇ρ2 = −γoρ̃o
[

QoQ
†
o∆oρ̃o +Qo(I −Q†

oQo)Q
†
ς∆ς ρ̃ς

]

− ρ̃Tς γς
[

QςQ
†
o∆oρ̃o +Qς(I −Q†

oQo)Q
†
ς∆ς ρ̃ς

]
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= −γo∆oρ̃
2
o − ρ̃Tς γςQςQ

†
ς∆ς ρ̃ς 6 0. (16)

From this, the formation (only the motion mission element) always maintains stable. Additionally, q̃i,j
and ˙̃qi,j will converge to η1 and η2, respectively, in finite time. When there are obstacles in the nearby

environments of the systems, the derivative of Vρ is

V̇ρ2 6 −γo∆oρ̃
2
o − ρ̃Tς γς

(

QςQ
†
ς∆ς −QςQ

†
oQoQ

†
ς∆ς

)

ρ̃ς +
1

2
∆oγςQςQ

†
o

(

ρ̃2o + ‖ρ̃ς‖
2
)

6 −(γo −
1

2
γς‖Qς‖)∆oρ̃

2
o +

1

2
∆oγς‖Qς‖‖ρ̃ς‖

2, (17)

where ‖Qo‖ = 1 is used. The constraint γo > 1
2γς‖Qς‖ should be satisfied. In this situation, the system

should end up tracking its desired trajectory for avoiding the obstacles. Redefine Vρ2 as Vρ2 = 1
2γoρ̃

2
o,

following (17) we have ˙Vρ2 = −γo∆oρ̃
2
o 6 0. Furthermore, ∆i,o should be designed properly to make the

velocity error dominate the position error; this is necessary because the method used in this paper is a

kinematic working on the dynamics through the desired velocity. We can calculate the largest value of

∆i,o as

∆⋆
i,o(‖q̃i‖, ‖βi(q̃i)‖, ‖q̇i‖) =

−yi +
√

y2i + 4xizi
2xi

, (18)

where xi = ρ̃2i,o, yi = −2ρ̃i,o(‖q̇i‖+c1‖q̃i‖+c2‖βi(q̃i)‖), zi = −‖q̇i‖
2+c21‖q̃i‖

2+c22‖βi(q̃i)‖
2+2c1‖q̇i‖‖q̃i‖+

2c2‖q̇i‖‖βi(q̃i)‖+2c1c2‖q̃i‖‖βi(q̃i)‖ for i = 1, . . . , n. Using the fact that ςTi Ksiς
s
i = ksi(ς

T
i ςi)

s+1

2 , Eq. (18)

is also applied to the term Ksiς
s
i in the control law. We choose

∆i,o(‖q̃i‖, ‖βi(q̃i)‖, ‖q̇i‖) = ∆⋆
i,o(‖q̃i‖, ‖βi(q̃i)‖, ‖q̇i‖) + ̺i, where ̺i > 0 is designed to show robustness to

noise. This constraint ensures that the minimum related distances between system i and the obstacles

are maintained at di.

Remark 1. It is worth mentioning that ‘behavior’ and ‘mission’ have the same meaning in this paper.

Following such an NSB control architecture, very simple behaviors for each system are defined and

property arranged in priority in order to achieve the overall assigned mission.

Remark 2. Utilizing the algorithms proposed in this paper, the convergence regions and time can be

adjusted by tuning some related design parameters. Taking Theorem 2 as example, the discussion is

similar with Lemma 3 of [35]. First, with the fixed convergence regions, the convergence time can be

adjusted in the reaching phase by properly tuning the design parameters cσi, csi, s, and the initial value

of V1 and, in the sliding phase, by properly tuning the design parameters, c1, c2, r, and the initial value

of σi,j . For example, decreasing of s and r contributes to faster convergence and higher accuracy. Second,

with a fixed convergence time, we can properly adjust the design parameter ǫ to minimize the regions. It

is worth noting that the design parameters are coupling, thus how they act on the convergence regions

and time might not be readily apparent. However, the relationship expressions regarding the convergence

regions and parameters have been given accurately, so the change rules of some key parameters can be

found by adjusting them while fixing all the other parameters. Then according to these expressions and

rules, the design parameters can be adjusted properly to meet the specified performance indicators and

control requirements.

4 Simulations

In this section, two simulation examples are proposed according to Theorems 1 and 2. Consider a five-

node Euler-Lagrange system on a 2D plane. The five systems’ parameters are assumed to be M =

[1; 1; 1; 1; 1]T, C = [0; 0; 0; 0; 0]T. The formation control problem is to design control laws such that the

five dynamics can form a formation in finite time with and without obstacle avoidance, respectively. And

it assumes that the control torque ‖τi‖∞ 6 20N .The initial positions of the five systems are assumed to

be q1 = [−16; 24], q2 = [11; 12], q3 = [39;−4], q4 = [9;−16], q5 = [−18;−31], and the desired formation

mission functions for the five robots are: ρfd1
[−14+ 2t; 28], ρfd2

= [14+ 2t; 14], ρfd3
= [42+ 2t; 0], ρfd4

=
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Figure 2 Trajectories of the formation without obstacles.
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Figure 3 Response of the control force.
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Figure 4 (a) Response of the tracking errors with finite-

time convergence; (b) response of the tracking errors with

asymptotic convergence.
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Figure 5 Trajectories of the formation with obstacle

avoidance.
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[14 + 2t;−14], ρfd5
= [−14 + 2t;−28], respectively. Figures 2–4 show the results of the five systems

achieving a formation in finite time when there are no obstacles. The formation control problem can

be solved with the aid of the results proposed in Theorem 1. Figure 2 shows the trajectories of the five

systems, and the desired formation is clearly achieved in finite time. Figure 3 shows the corresponding

control forces of the systems. Figure 4(a) shows the tracking errors with finite time convergence. As a

comparison, a simulation example by using asymptotic controller is provided in Figure 4(b), which shows

slower convergence speed and lower precision. Figures 2–4 demonstrate the effectiveness of Theorem 1.

Figures 5–7 demonstrate the effectiveness of Theorem 2. In this case, a platoon of robots is required to

achieve a prescribed coordinate formation while avoiding obstacles. The initial positions of the five robots

are assumed to be q1 = [−50; 0], q2 = [−50;−10], q3 = [−50;−20], q4 = [−50;−30], q5 = [−50;−40], and

the obstacle positions are O2 = [85; 11], O3 = [100;−3], O4 = [75;−11], O5 = [80;−30]. The desired

formation mission functions for the five systems are: ρfd1
[−14 + 2t; 28], ρfd2

= [14 + 2t; 14], ρfd3
=

[42 + 2t; 0], ρfd4
= [14 + 2t;−14], ρfd5

= [−14 + 2t;−28]. Figure 5 shows the trajectories of the five

systems and the desired formation is clearly achieved in finite time while avoiding obstacles. Figure 7

shows the relative distances between robots and obstacles. Figure 7 (a) and (b) present the comparison

of the tracking errors in finite time and asymptotic convergence, respectively, which shows the superiority

of the proposed algorithm.

5 Conclusion

In this paper, the coordination control problem of multiple Euler-Lagrange systems has been investigated

for accurate formation in environments with obstacles by employing the NSB control architecture, N-

FTSM control, and adaptive control mechanism. A novel controller was designed and utilized to achieve

the overall formation architecture with fast convergence and high-precision while avoiding obstacles and

guaranteeing the model uncertainty rejection objective. Finally, simulation examples demonstrate the

effectiveness of the algorithm. Future work will focus on distributed finite-time coordination control of

multi-agent systems with switching topologies.
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