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近年来,研究人员在深度学习技术方面取得了显著

进展, 这大大推动了其他研究领域的发展, 例如自然语

言处理、图像处理、语音识别和软件工程. 各种深度学

习技术已成功应用于软件工程任务, 如代码生成、软件

重构和故障定位,同时学者们也在软件工程领域重要的

会议和期刊上发表了多篇论文,展示了深度学习技术在

各种软件工程任务中的重要作用. 然而, 尽管一些综述

文章 [1, 2] 提供了深度学习技术在软件工程中的整体应

用图景,但它们更多地关注哪些深度学习技术在软件工

程任务中得到了应用,未能从软件工程统一的核心目标

出发, 涵盖整个软件工程学科中深度学习的技术研究.

实际上,应用于软件工程的深度学习技术高度依赖于软

件开发中的不同制品. 由于软件工程的各个子领域通

常共享某些通用制品,将不同子领域整合至同一份综述

中,将有助于来自不同子领域的研究者理解各种深度学

习技术的优势与局限. 目前, 我们仍然缺乏综述文章来

解释基于深度学习技术的软件工程各子领域的进展,以

及各个子领域面临的挑战和机遇.

为了应对该问题, SCIENCE CHINA Information

Sciences在第 68 卷第 1 期出版了 “Deep learning-

based software engineering: progress, challenges, and

opportunities”, 收集了 2000∼2023 年间在软件工程和

人工智能相关的 35 个会议和 22 个期刊上发表的 601

篇文章,首次针对基于深度学习的软件工程进行了任务

英文原文: Chen X P, Hu X, Huang Y, et al. Deep learning-based software engineering: progress, challenges, and opportunities. Sci China Inf

Sci, 2025, 68: 111102, doi: 10.1007/s11432-023-4127-5
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导向的调研. 该文涵盖了深受深度学习技术影响, 并贯

穿软件开发和维护整个生命周期的 12个主要软件工程

子领域.

• 需求工程: 包括需求获取、需求生成、需求分析、

需求质量检测、需求分类和需求可追溯性;

• 代码生成: 包括代码生成和代码补全;

• 摘要生成: 包括基于不同代码表示的摘要生成;

• 代码检索: 包括基于自然语言查询的代码搜索和代

码到代码搜索;

• 软件重构: 包括代码异味检测和重构建议;

• 代码克隆检测: 包括源代码克隆检测和跨语言代码

克隆检测;

• 缺陷预测: 包括项目内缺陷预测和跨项目缺陷预

测;

• 缺陷发现: 包括基于静态分析、动态分析和形式化

验证的缺陷发现;

• 缺陷定位: 包括基于测试用例的缺陷定位和基于代

码更改的缺陷定位;

• 缺陷修复: 包括编译错误修复、运行时错误修复和

特定领域错误修复;

• 缺陷报告管理: 包括缺陷报告优化、重复缺陷检

测、缺陷分配、缺陷严重性/优先级预测、缺陷修复时

间预测、缺陷摘要和缺陷定位;

• 开发者协作: 包括开发者专业知识分析、智能任务

分配和开发团队组建.

我们对每个子领域的研究发展脉络进行梳理,介绍

代表性的方法和技术, 并重点对数据集进行归纳整理,

分别分析其挑战与机会,为该领域的研究人员提供新的

研究视角.

根据对深度学习技术在软件工程各个子领域的调

研,我们发现深度学习技术已广泛应用于软件工程的各

个方面,并取得了令人瞩目的成就.首先,深度学习技术

通常能提升多数任务的性能表现. 例如, 基于深度学习

的代码克隆检测相较传统最优方法始终能获得更高的

召回率与更优的精确度. 现有实证研究也表明, 在缺陷

分配任务中深度学习技术优于传统机器学习技术. 此

外, 在需求工程领域, 大多数研究报告的精确率与召回

率均超过 80%, F1 值常维持在 75% 以上. 其次, 深度

学习的强大特征工程能力使其能够捕捉语义信息.典型

地,对于如软件缺陷预测与软件重构等涉及复杂特征工

程的任务,深度学习能帮助研究者与实践者从繁琐的特

征工程中解放出来. 第三, 深度学习能进一步推动软件

工程流程的自动化. 传统技术往往依赖复杂的预处理

或后处理技术来实现全流程自动化,而深度学习能以端

到端方式重构整个流程. 例如, 深度学习技术可直接处

理缺陷报告并助力缺陷报告管理流程的自动化.

但是,在基于深度学习的软件工程能够充分发挥其

潜能之前, 仍需克服一系列关键挑战.

高质量训练数据获取挑战:多数软件工程子领域面

临的核心挑战在于如何获取高质量训练数据. 首先, 数

据集规模往往有限. 例如, 公开可获取的需求数据通常

体量较小且缺乏细节描述,导致难以训练有效的深度学

习模型. 其次, 数据集质量往往难以保证. 以代码生成

为例,现有数据集是否包含可能导致安全代码的漏洞代

码片段尚不明确. 第三, 部分现有数据集源自专门设计

的数据生产活动, 可能与实际场景存在偏差. 尽管这能

使模型在基于这些数据集设计的评估上表现出色,但其

性能未必能有效迁移至实际应用.

可解释性挑战:深度学习模型的可解释性同样是贯

穿各软件工程子领域的共性难题. 首先, 模型可解释性

的缺失导致难以确保结果正确性. 例如, 在生成代码补

丁时难以确保其正确性. 其次,深度学习模型以 “黑盒”

特性著称, 开发者难以理解其决策逻辑, 因此在实际协

作中面临困难.

跨语言泛化挑战:开发适用于不同编程语言的通用

深度学习模型面临重大挑战.各编程语言具有独特的语

法与语义特征,导致难以构建跨语言性能均衡的通用模

型. 因此当前实践主要针对单一语言进行处理, 例如针

对同一代码摘要任务,研究者常需为不同编程语言分别

训练模型. 此外, 为在模型中融入代码结构信息, 研究

者必须使用对应解析器处理代码片段,这进一步加剧了

不同语言间的技术差异.

该综述表明,基于深度学习的软件工程近期已取得

重大进展, 并具备持续提升的潜力. 然而, 要使该领域

充分发挥潜力, 仍需攻克若干关键挑战. 我们相信未来

研究应聚焦于解决这些挑战难题.
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