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Figure 1 (Color online) An overview of the development of multimodal large models at home and abroad.

M1 T 2 RS W AE(S B AL P R DDA S5 10 S OCE ) IR S St et @ 825 B Hut, thig ks
DA I S 1) B — RSV 17 22 B i 4 P B e R RN Y SUBR AT

LR (large multimodal models, LMMs) A & 15 SCABLSAE Dy Aor il b i 4 ALY . IX 2t
H AR — 7 T R 25 $E T Dy R PR SRR N A A FGRE 0, HESl T SE IR IR I BS BEAS DG BoR A R 53— 5T,
PR IR A TSN F E BB RS E S A EHE R AE ) (1. IE W NewrIPS 2024 47 BE 2 WK — IR (7]
TR, RAE 2 RS KRR 2 NI 55 T R B 8, (B AR O IE ARSI 55 A7 7 1 R A e 20 1240

il P AT B HEAT Dy ) € o755 e O D A ISR F FE U 1 28 5. MIRIE TR S5 K 2
RBEAT R F23X —B X718, SCHR [8~11] MR T 2RGSO ORI A el %y, (5 H AR 2 B0t 7o 75 3 224
LTS, BB R KRR JE HR IR 5 A BRI T I DI Ail. I, SSAHTAT [12,13] RETH
— ARSI DA I, (R = X LGE S DA I A BB, A SCE IR ARG R AR T 2 S KR 15 57k e
T OEREAR, B ARG RDBA PG AR 2025 5 10 AR TG — SCAS 2 RS AL Oy o I 1) e e
FURERE. BIEAEA R BRI E . ZHSERE, A LB AR Z IR TS5 BB R, AR KRARSCHT 7
R m 2% 5HIR S

deE=
2 B=

2.1 HIREREREAR

LMMs 2 FEREW [R] N A BE 2 MR R A AFOS H (A0 0CAS . BUE . B AEE) KT N T ARzl ax e psi iy
[ br B N TR REAE AR o 515 55 A2 S8 U T () B Rk e (141 4ok, B#E Transformer ZERITEALGE
FE = A 0 28 (o~ (i 1 FoR), 24 LMMs Mgkgie i, #3h 7 B RE S B (NLP) AHHEHLA S
(CV) SR A 55, DU R R A H 40 R

CLIP (contrastive language-image pre-training) '9l: 1 OpenAI F 2021 fEHEH, CLIP i % > i & B3
XFEGHE, SEIT EHGRI SO (1) 8 80 L 27 21, AR A BAT 5K I BAEAS MG o RANEME R R e 71, O B SCH i
AT ) FEAE R 2 —

DALL-E 2 2%: [AF£H OpenAl ¥, 2T CLIP 45K, DALL-E 2 BEWS AR SOAA 2L il i T L 38 FLHY
EUR, R 173U BB AE AT S5 s oK e ), i — B HES) T 28 R B K RE.
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BLIP (bootstrapping language-image pre-training) '8l: H Salesforce T 2022 %EFF &, BLIP SKH T & ¥ 114
2% — RS ZBUSIR G450, JF 91N T 5 T RS ET A= 28 i Ve i T 2R 5k m&; BT BLIP | BLIP-2 i —2F
FINTEHEHH Querying Transformer, I PN UIZRBT B AL 09w i 5 KBS SIS 55, BEHTH T 28
BAESHITERE.

GPT-4V (generative pre-trained transformer) 172522 GPT #AIZE 7 T AW A S K&, GPT-4 fEALHE
- WAZHERMARAE ERAG T R R, AMUBE S BOCR B AR, 18RIy I8ae ). T GPT-4 i)
GPT-do FESCA & A T7 Tt — 2L, 571 1 H 2 RS ab P e

MiniGPT-4 23]; 2R @B — A 45 AL g i 28 BLIP-2 55— /ML K AIE S Vicuna 24 454
Il 5 R AT X 5, T SEIL T 2 A5 BRI & . MiniGPT-4 BT /R 1 BN T I 2 A Y
ZeK, A U It e

LLaVA (large language and vision assistant) [25-26); i F {3 5L [ 2 14 J2 1 A0 O HRp AAE Bl B A SCA R4, i
CLIP 1 LLaMA P48 501, #8128 KB LLaVA, Ref8 4 B 50 AIE 5 (1028 HAE 5.

Gemini 7 AT R I Z A KAE A 2025 4 3 H, B8 KA T Gemini 2.5, FE—BHTF 7B
(1) HE 3 AN 43 BT B

B 7 B T AESRIEIRIL T 2N I 2 RS R, U0 Llama 4 281, InternVL 29, Qwen-VL B9,
DeepSeek-V3 BU &5 TR Mg A0 ST IG5, 1% LEREAY 1) RN N R AE LA TR, KBRS R R R e oA
SCPIT R AR Dt R S5 A2 R R AR S5 4R A TR AR R T R
2.2 REERNEAR

A8 458 () O SGAS I 77 R0 R AT 55 S By — oo 7 R 1A, BB I B AR N 4% (CNN) S B A\ R ) = 4E
FHIE, Hg oy 280 «a s «Ohir 8233, FEbEEA I J5 8ei 70 S5l i FR T B ) AL RE ) 5 B i R
P AR, N, 55 JESIN T BB AU EL b7 S5 28 LA A H 6 BT SRR 34361 DU 4
ROyt o BBl D e TR R, X 2677 5 ) B — o A5 S B, UG 7 B0 B PR RE ST, AR,
X LT AT T I AN Bk .

5, AR DIt e I g v e R = A R B AR AR S — B @A BT R TR AR T AR S A,
K2 H b & SRS A AERHE R R BT HH%, BT ANFEREDS (R SR B85 2 aRZE SRR KR, &
BRI &5 R AR A L. 72 AT R D IE R IAT 55 oh, JCHAESERR N T oy, BRSO TE X — B UV B, g2
X —fe 1 A54% Gt 77 A 2 BEAS A i I JE VR VAR S AT VR S HE R

FoR, A& G IR RN BEAE o0 oy )2 BT, k2 5 O 3 P9 25 I ADRL RS 230 A BUATIT &, AR S IE TR IR
iR O T Y B AR B SRR A B I 1 1 45 A R B8 AR G iR I Th AR IR (A HAEAL B S e B2
Y PR B I, X DL A2 RS 0 R oK, X AE RIVEIBGIE « R ABORT I R 1 45 AU B FH rh AR 0 i Y.

LT, W& 2 AR R R, gt He RN T — AN B B, Wil 2 fros, KA ALE N fl A E
B SUR . BN Z MBS EEE, e 2 A A ST AT (5 B 5 52 SR, AT 5 35 32 e kar U AR R A 1 5
PE. BRI &, 2R KRB ARSI TE SO 55 HEBERE ) A RERE ) 7 T R I 1 EUR WS ). X SR fe g v
ROBE A RIS I 8EE, AR T B RZ AGEE ), 10 BRI SR AL mT AR (1 HE B AR A0 A B R B 285 5
T, TG SEAS I 45 SR R E R BRI, SRS R R AE Dy A AR N Ty T R I BE N R B A AT . AR R AE
P RS TR HETERI AR 23 BT 45 07 T, OB PR D0 34 SE N 2, 3 2 AR R P e s U 5 AR ) A0 SR e 34

3 ZRSAREERNTGIE
AT KBRS AR Dy g A I U5 3. AR A 7E R P AR R ZK , SRR O I A ik o = 2K, 35—

FEFE T Transformer %Y (Transformer model, TM) I J7¥2%, #F— 5 FEARIEAl AR AUAS ], 4150 AT
vision transformer (ViT) FZET swin transformer (SwinT) FIBA 7%, 5 AT — 18 F KA (vision
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Figure 2 (Color online) Deepfake detection: traditional methods vs. large multimodal models.

language models, VLMs) IV, FRMR A T RO E], 43 AEET CLIP FiZET BLIP MW R 7. &Ja, 2R
SRERTLZRAREZHEA (multimodal large language models, MLLMs) [J777%, HT 2B KESHE (W0
GPT-4, LLaVA %) 3% BA m B8 P, FLRA G BT VAR AT R — R e . PR, JRATH %
KT IEAR B FT AR BE 4073 9 LA J7 ), B4E R TE 5 AR Dy ad A il vt B vfE (MLLMs-B, bench) . T ZH0KLfE 73 #r
AT R HERE Y /77 (MLLMs-E, explainability) 25 T ES B SR — S /772 (MLLMs-CI, cross-modal
inconsistency), A RAFIRZITEBL S A HEME (MLLMs-H, hallucination). FRAIAEZR 1 2:5:7:14.37~85] ehigtiff 53 34T 15
K, B A FOTE ORISR, FRROCE N TR B D29 9597891001112,

3.1 ETRRERAAER

TERKIE 5 AT ) ZARAS 210, SRS KB SR A E S5 T R sk MR8, JHZ8es] 70
AT I ST 7T (R OCTE. VIT A SwinT /B 9P BREERL 5 AT 55 AT B R s oy iAot AL 4 g AR A, A A L BT
BT B SR 5K AR SR IXRE /), 9 2 RS Dy R I U SR (it 1A i SR

—J5THl, V2 5k A ORI B BE R ) 454 VIT M SwinT S(E A 4miS 4y, 5 BERT 186 fi
RoBERTa 87 £5 BB RIE 5 IR IL [FAE A, HEZ) T 2838 O i ks R (R . w7k Db oR 24l & a1
A2 3R H T 2SR AR SO R A (HAMMER), B 7ERC IR E A 2 S AR I % iR & T ViT-
B/16 EUZYmtE 25 A1 BERT XA Ymbd A, 18I 2 Bnt bb 27 2156 BN SCA IR AN BEAT ¥R 2 0T 55, il He 4uium)
Pris i g R, R FASEAS R 1) B 3 B WL 3R T R JZ A, SOk [45) $2H Y MPFN (multimodal progressive

1) https://github.com/rshaojimmy/MultiModal- DeepFake.

2) https://github.com/Reality- Defender /Research-DD-VQA..git.
3) https://github.com/sfimediafutures/ CLIPping-the-Deception.
4) https://github.com/chuangchuangtan/C2P- CLIP-DeepfakeDetection.
5) https://github.com/SparkleXFantasy /MM-Det.

6) https://github.com/NickyFot/HitchhikersGuide.

7) https://github.com/liuxuannan/MMFakeBench.

8) https://github.com/Forensics-Bench.

9) https://github.com/zhipeixu/FakeShield.

10) https://github.com/liuxuannan/FAK-Owl.

11) https://github.com/MischaQI/Sniffer.

12) https://github.com/skJack/VLFFD.



TEEE PERE:EEMNE 20265 Hsed F1H 5

*® 1 KEENKMERN S LS HRETTE.

Table 1 Classification and representative methods of Deepfake detection in the era of large models.

Category Methods Typical methods & code
ViT 2,37, 39~44]
™ HAMMERDY) [2], Common Sense?) [44]
SwinT [45~47]
VLM CLIP [5,48~61,69] CLIPping®) [48], C2P-CLIP% [49], MM-Det?) [52]
BLIP [7,38,62,63] HitchhikersGuide®) [7]
MLLMs-B [64~68] MMFakeBench?) [67], Forensics-bench®) [68]
MLLMs-E [7,14,69~79) FakeShield? [14], FAK-Owl9) [77]
MLLMs
MLLMs-CI [52,74,77,80~83] Sniffer'!) [81]
MLLMs-H [47,82,84,85] VLFFD!2) [84]

fusion network), &5 & T BERT XA E 53T SwinT M VGG19 B S gaitas, 18I EUG ARG B 1
R, BT T 2 A DGR R ROR . AR B RS s BRI A B S T —Fh G — i) 2R DA
MIHESE VIKI (vision-language knowledge interaction), THE i@ i B SO0 55558 BMLI SE IOyt A 28 i Aan il 5 e
Az, FIFH VIT FE N gmhd &8 A1 BERT 1E 9 CA St ds, SR EEA% 2] 5 MMD PR 8 29008 B OSCRME RN G —
75 (6], AT SEBEE A AS — BUE I 2R, BN TR Rt 7i bt Qu 45 191 ] SwinT S HCEHG H (mT BE X 4 AE
WItG I IEELE, J A G| 5 2B KA (W1 GPT-4o) A= BOM B LN 2514 F ARE & fERE. &3 K% Lap-pui
Chau BHZHIBN 71 4 SwinT 5 RIEFEA Qwen2.5 454, LRGN 2 hERHESRIN G 283515 S HEH T =,
SETE T BT Dy i Aar U R332 A e 7R A] fg e 1tk

F—J7 M, AR IE I T BB FHERE BRlE, 28 K% Chang Choi B HIBN U0 ARHEDFEA IR FEEDy
E e, W T —F RS 2B KB (TMiformer). 1% AL @ f# A Word2Vec 881 Fil MFCC 89 75554 3¢
AFOE AT AR, Z S W RO REAE 5 B 000 SCARIIE EAT B ARSIk 22 1 42, A AR 1 Ol Al o 1 2 2% 2 A
AR SCHER [41) 48 FH IR AN 52 B URTR SR G R SEUBLAS WS A 5%, JFiEd BERT A1 VIT BEATRHIESZ NI
Rl T R E AR R SR HIRA U2 YNBSS T L B sa g 1), RIEAY S TR — s )
B8, IR BB, T SECAHER AR, R H T — MRl E SRy e M 5 S RS 5 T 2 RS B S
HEAMMEZE, T VIT 1 RoBERTa 1ENEUR 5 UA G &, 51N T Ba2UEL e & g SR X7 338 X = 1L
i, $E T P X AL RE ). E RN ER AR KT R 25 WO T R ik AT R e A — R
RRAEZETR)” 0 A) R, 4 PSR B IR A — SRR N DG FFAIE (forgery features), Ui ZEA—E, U84, LA
WARHIE (content features), WAY) 5t BB L, 700 H TR TAES, @5 BAHTH. Zhang 55 44 ff
H ViT A1 BERT $#HUH 0 516 515 8, ¥ b @ SCAR AL Y B SRR R A&, 8 NS EAT RS S 510
AR TG HEAT IS RS N 554 2 b E R R T R FIRA BT 3T BN SCE 8 2] (CSCL) ik, i
A F P ARG R, 0 0 B DR SRS A 0B SO B RIS AR A AT SO 5%, e il i — B0k R R PP Al A R
RNHEE BEPE, A AR T T AR Z S DG A AT 55 B RS L.

3.2 ETMRE - B85 KERPHERN
3.2.1 E£F CLIP &85 E

CLIP M1 24 —Fiuks R 5 SCASKS S5 (L0018 5 TR 2 S AR SRz B TR B i A A 55 1
if CLIP A SRR Ll ST RE AT, W U8 S5 ulR Y AR 1 SO 8] rhoxt B SOk R AR RE /0, SEBL i AR I
ARARG . IUA T AR B AT T — R FlSE CLIP B {3 LT 2 ST % ), 4610
AL 55 1) B AR 7 SR AT SE il AL e T

HSE, WSt CLIP BEAUHLE] AW 7L 3 SO TIPSR /1 S AGERE. flin, HURIRKS: Khan
S5 USSR T AR A N GBI (CoOp), BRI SCARZR (prompt) HIRTHS. hE8 R EE A AT 22 2T BT 2, 4R
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RALFEOR MR L R B 1) B )1 Shod FIE #9285 PR 56 7% 25 5 S, b Rt 388 K 2% Tan 25 49 )\ CLIP JREE
Wk, $-H T C2P-CLIP J5i%, WXk R | CLIP fEOhE Rl - JE B R “ B BB, T A2 18 By EUEA & 1)
PON SRR 2. FETIX— R, C2P-CLIP A CA$E R FiEAN “HAHliE 2R (category common prompt)”,
2E A SR AR UG FH R TE BT I 2518 X, H#E— D358 CLIP dmhS#s Xt B AR E& B A I RE 7). ERMH AR K2 Lin
25 091 75 CLIP B SmtD Eah b5l N “ALaEialil 387 Pt J@ i B SO0 55 FERS SCARSKT 55 54145 4 e o
=M BN ZRni e, B CLIP Jmhdas IS5 AL RE ) 518 SUZ AR T). AR LR /5 2z A1 PA B9 755 RaCMC 1)
TAEH, DL CLIP $2HURFAE N EEAE, 1N T HEAD R I M LA RN AR 22 A A8 BT BAS (Rl Ri &, DL Ad i i K3
B 2 S AR LA EE X RRAEBEAT AL, A AR TP oK 245 4 4 55 B Jiid CLIP 13 UK % g 1 Bkode se Al e )R
1, FF AL 3RS LA T 142 16 SR 0 7 5 2R AT i ade, AT G 75 1l BRIV RT 8 v 22 AR A RV 5 AR AE D i Aar A 5%
HR IRz A S R

R, AR5 T 1A B SOH 7 R SRR T U IR e ML SR, 38 7 CLIP % BAR Dy & R A i IE Sige /). 9,
TEARAT LA 36 AG M 40085k, 3 A2 3 K 2 X 2 2 B A 1521 $2 7 MM-Det HEZE, ¥4 CLIP B midas 5 2B
KRS, H Tl e 4 O 8 A2 B A4 P 25 O, S 1 B A — B0 5 R B A O BB A 2 BE. Liu
265 53] o A A SRR AT 2 A ASAE B BC W) 8, @A CLIP 5 RoBERTa Zwhd s, it F4Ffl &k m$2 i 5 =
S — B B G AH, TR AARAIE 58 5 SCARRIR 2 8] A5 SUAS — S

Bt X NI B 3 R0 1) 88, IR MIK 2 2k ez 1B P4 R CLIP 1A w28 5 1T 2% 2] AL e 3 m 2047 A
Jr Dt AN, A TS NG B 5 USRS & XEH LB 1B 9] $& T — T LongClip FISCARIL A5, 45
A VIT B gt 38 04T 4080 B SCAR 51 5 B TR B kA 7. 36 AL S K% Siwei Lyu 242 H1BA B0 2 H 11y
SJEDD J5i%, [RIN 25 &8 Y e . BRA R AFNB)AS TR B4 RAE, D SBL 1 AR5 o 350 X 3 R 4BORL BE 432K, IF
Je L LS IRz AR ).

B BB 2R A B i S AS I, EEAE 4K 2% Amoroso 25 7] $2H T “Parents and Children” HEZE, 581 T
X BB A R R AT 18 SRR IR e A D& A AT 2%, R CLIP/OpenCLIP $HX EUE i SURFIEREAT 7
MT. NFETHASE R T Eh 3 A B B R BB M, T AR K S B B BN 1P 25 CLIP TR A3 T FatFormer
PRSI 5] NG R AIE LA 518 5 51 SR, vt 7 a2 SO EE R B B AR IRIIR Lk bk B #2 [4]
A 8]t F e B 20 AE Bl f NI P s AG 0 i) 7, 32 T MEFCLIP (multi-modal fine-grained CLIP) %Y, 245
RIFE CLIP AEZEIEAN b 5] N T EURARLAS 5 0 RS B 4BRLRE D i e S L, 8 B 48 TR SARE A A 1), 42
Fh T RS ARAS X 55 B B R ME A O & FR BE 0, JUHAEY SRR I S5 vz AP 5 T R L H 2 2 A 35

SO RTINS Y PR AR 23 S AN AR R R 77, g A8 30 K 2 01 5 7 B BN 159 7E M2F2-Det f TAEH, 5IAT
i iam s B, i A SRS R E B s SRR FE R g brid, JE3R @ Be 23, 4 R G b
I ARES LLM 454, 54 BUGRHE RN SCAR AR B, $2T1 T Pl d i I (v B P R R BE /0. Zhao 25 601 YN
FE L5 DGR I P2 A HE SR SRS AR AR SR AT IR E SR &, AR IRAE I B & TAT S5 (9325, €47, FAERT 7t b4
W CrUr PR HIERAER — 1IESGE U (A R AR BT A Dhi& AT 4%, 83 Transformer 45— @5, Tt b 5
AT, SR [61]) AIWAS [F Dy i i I B £ B4 G IR I 2R il s 2%, 18 51\ Dataset Embedding AL
5 Meta-Domain LA SREE, 25 & BSON T AR G B AU AT 2 B8R 5.

3.2.2 HT BLIP #REMAGE

BLIP J¢ H MG b AS (4 BLIP-2, InstructBLIP) fEARGLTE 5 AR A AL AT 55 R B0 A R B, e <Al
B — VB WA RS HLED O SR AT S5 B0 1 T B, B EAR NS K2 Zhang 25 7 ¥ T 44 BLIP-TI )
PRIERTIN 778, SIN T EUE XS 5 SCARX LU 2k, A7 A B A R AN 7 i D 3 0L, 3 P R A2 1 L 1 IR SR A
R, SCHR [38] $2H # ForgeryTalker HEZE, i1 Forgery Prompter FEERE B R 1) O s X 31 AR R X 3, 1)
InstructBLIP #E7R1AE 5l o TP i JR 28 A A RE 1 SCAS, AT CIDEr 0 30ffhish X 38 IoU ¥R T4 48 BLIP A
5 LISA-7B S 2 A5 18 E Z M 2405 B 2 Ak P 4% 62 $2 Y ZeroFake J576 BLIP M T «E 4
Ay it GRSy, %074 % i Stable Diffusion, DALL-E 2 254884 245 s i B4, FIFH BLIP H &4
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KGR R, JF 2T DDIM § USRI 2 XU IR, Jeos 1 BLIP 722 BURIMR Dy i BE A b ) 454
51 51E SURRLS. A, BLIP Wl T4 Bl 42 Jmy il SO —Zrg fh i B, B 1222 K% Gagandeep Singh
45 [63] il BLIP BLARA i, JFAIHT MiniLM X 5 S5 HAR BEAT 7 SCRIBLRE V5T, R385 4R T T REAXs “ A W)
HSE I soaid” ROpg mniee /).

3.3 ETEZREXNESRENMBERN

BEA MLLMs fERLOE A% 2R HERL 518 4 BRARSEAT 55 TP S 35 1t Jg 1900 JHCAE Oh 3 Al 493k 1) 2 FH A1
B2 ). MLLMs 454 7 KRUE S8 (0 GPT-3, LLaMA-3 45) [ HRE 5 FMR 54 Re 1, LART I
B SR HEIE LSS RINECA W HERE 1), BT B Hp AT 8 SO 5 B RS — SR T 98 ).

3.3.1 MLLMs MR 1EEEE

ITAESR, B 2 T 706 MLLM 7E O & AT 45 wh (R SERE RE 13T T RGMEVEAS, JERI TH MLLMs E#
N T AZAE S B, Bt EEAGEE K Siwei Lyu ZIZEIBN 64 2 H T —Fh 6 7 g A2 B AT A
GPT-4, Gemini 55 F i MLLM Fll77 3%, @i AN N BRSSO IR 7R, 582 HAE N Oy i& R TS5 i
PERE. S5 R BIR, AT B TE B SV . HESRRE 2 M 5 X BURE A B i 1 55 5 T A7 /R B R R BR. Bb ok, fr
7 LA IA RS Omar %5 9 %) GPT-4, Bard 55 Bing SR 7R IR B2 O it UG R B (1 BE J13EAT 75 b, b —
RN T 41T MLLMs (ERLSE D& & il o (6 o 47 PR S 8RR 47, G — PPl MLLMs 75 2 4EOhis AT 55 (1)
FBU. R B AR AN 196 X MLLMs 78 B SEEUAESE T 1 O8I G 134T 7 20 0. 1% BIBIEE 73k
H TikTok, X(Twitter), Facebook Z54E22 V& I FLSLft@ LA BRSO E =61, REVEY T 05 GPT-5,
Claude 4.5, Gemini 2.5, LLaVA, CogVLM %§ 10 ™ it AU 7E EUER S AR I A R0, #2722 AR 5 BUF
TER QIR IN 25 T REAS AL« ASI) 88 70 AATU (1092 A0 i 0 22 F BRMGIaAE 1) . b o IS b K 2 2 (i il 24042 [T BA. (671 4y
T MMFakeBench JPFHENE, 8 55 = AT 55 SCARFLVERTIN . A58 30 S A I 5 1 SCv8 S — Bk A, %5
HEILPEAL T GPT-4V, Claude, LLaVA-1.5, MiniGPT-4 2§ 15 DN EREM, KRG 00T 7 HAE B A #HEHE
RO T T R RE JTIA . B KB R BN 18] Jl i %4 LLaVA, InternVL, GPT-40, Gemini 7E A ) 25 4~
FRAKBRIAT T RGN, W7 T 4T B AR D& SRR 2 S 5 R AR AR W3 1R i 22 5 HE 3.
BN, GPT-4o 55 PHFAS AL PR (0] 35 56 9 R~y Aar il v e S 1M 55 T IR AY RS 2 B A fE it — r RAE S ik
PLHAT, AEAE Dy X 3k e A7 (SLS/SLD) S EE 7 (TL) &8 8 4455 F i m RO, thab, 78 «“EttRm
HORII, N G IINGT L BE BRARLRT BE R 20 )5, A B Ok 68 7 B B T B, 3 — 20 B B AR SR R
7 P PR A )

3.3.2 ETUHKE DTS RRMHENS X

2SR B AR R T B AR EE 70 28 5 AR HERLRE /0, 55 AT O IR IIAE 55 H 2 B K AR m] AR 75 5K =1
FERE . AR DG il vh, B ARl <SR FIWEs R, 7 ZRENS UL A RS 5 I FGZ A, DURTH &
GUEHIE S PSR

Wyt BH o B L 7R 17 (prompt) BEit, 515 MLLM %5 5 RSB R RHE R RE 5 R R BE 2%
BRI T R 27 SRR A A A (700 3§ 1) BE T o 20 RS R TRy e s I 0 81 SR ATF FE AN AIRL BE A 5%, X L
Z PP ULHC SR A /R e AT RS R AR I . HERRPE SR . T R B 5 R A B4 42
TR N2 R EYEEE (MA-COT) Yo, 18 1 288 N Dy i for IAE: 55 Hh 2 A2 A 1) 5 e P AT
RN, 7 BRI E, PIBASE Veritas T 0 A opih— 20 F i der b s AN 22 i e 4, 51 S 2 5 SEARNL
AUSEAER A HE AR, b EARPEHOR R Liv 55 109 3l i Wy @ L3 i1V S5 AR IR LR, 4 O 1t X g i e
WIEF RN token, 515 GPT-4 A2l — BRI RAESCAR. AERUR A KAE B HIBA 72 4 T FakeShield,
G5B 2R B R B AT R B ORI 5 58 A AEZE T 51N GPT-40 A7 AT BEC G S HA ML A — k]
SLOCHERD, K5 1 52 A R e ST X3, e R R A Bl R SCARHR AT 51 5. R Te S8 B A B Il B 55 (71 DA
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Vicuna-7B yﬂiﬁ%*ﬁ@, && ImageBind [01] f@ﬁ%*ﬁ%‘?ﬁ@l%, #%[A%%M%ﬁ%ﬁ%iﬁ%ﬁ%ﬁlﬁ%, T o5sit
X NI 3 R Ot iR, R 2 R AR A ST 5| KT R AT B S 4

I FCAIRL bR 25 T 28 A 0] 5 (A1, R —Fh AR, i, 622 A8 il R 2 B R BER A A 14 42
) MGCA (multi-granularity clue alignment) %, FEEHE i (image fabrication) BUEJCIUEYE (ImageNoE)
SARA—FL (EntityInc) FFA—F (EventIne) 5] —3 (Timelnc) TL2E05IE HEPRSE. /7R K Niki
S5 1T NS DA R A 55 B4 A B8 IR RV 6 (VQA) AT 55, IFEAINRLFE 2 A58 100 5 E OME & R E T 3T T
STVEAL . SCER [75) St 1 — T ORI R A T ARRRR D R 2, S A5 AR W 4 1 B MR R AR 5 S
AR Z TRV ARABARE , A il — BvE A 5 Dt 0 B0, JRgmid e Dhigdeos, B / SCAR SRR — [\ PandaGPT
LRI RRE. TEE R C I EEZ BN 70 2 HH ) FFAA (face forgery analysis assistant) f&—M3&F LLaVA
R T R ) 2 AR S O A A SR, JE L A B MIDS b, B E— 0 LU AMB L 01 5 R N 2 10— B,
H Bl 5 AT {E B MR REAE A de 2 I

SRS, A oAb A SR THR B R RE 70 o A e S PRI R AT BN 77 A FI X3 SRS VE 52 I HL, 45
FALTGEMISCARE Z A A B, 56 DRt ie 8 SRR 5 A8, 3950 10 UG AN SCA B RO HE R BE ). Frimsss
FER 2 Wei Gao #UIR PN 78] DEGHE S RAE 0 A B2 tH R, SR 7 — PR & OB Ul 2% LLaVA F SIS, AR
RN AR, T2 A2 AN KA 5 s O 3 a2 mh i e AR Ak R I 2R A T 00,y O o A e 5 A e 22
B, JERACIE A Tan 55 9 42 AnomReasonor BRI — 54 v AR BRI 41 e 2218 SUZTH . 2R AL T
Qwen2.5 T, DX T KA 2R B SCHRAFAE AR A% Ge Dy A I, Ja T — 20 170 1 SCPRLA A0 v JE e WAL g 7, =
RRTEABAE R R V)P 588 — B 7 T AR L 20 BT 5 AR

3.3.3 ETEHESIEXT - E

W AGASTE SCAN— B0 8 L oAy DA A I sk ) B DN . SCRR [80] R H, B SCAE B A A —3 (semantic
inconsistency) & H Al KE B N 2 1 — N REEZR R, Oy 1 BRI AE SCAR— 2, B e Hn Al R 32 00C
(out-of-context) FESHLZE Ay 44 SLAAA—EL NEI (cross-modal named entity inconsistency) PIFRZEAL. Ak,
Bh [74] REESREAS A — Sty Stk . FAR SR =ANE T, H A T SO ERREES T B SRBR)
FAF PR S I RIS, AETE BRI, FIH LLaVA, Google Lens $2HUSCA 5 B ) S8 15 LT,

T LR TR R AR T 2SR B BT S A AN R R R, BT, BTN E SR Qi 4 BY Bt T
SNIFFER, —# % Kl OOC FEfRAE BB it i 2 Aas K1l 5 AR B S5 & P AMABSG IEATL A, [ A i 24 b 45 SR A
AR R . b R B SR B B A 771 @ i e Oh i e F1IRTE N LVLM, LA Vicuna-7B T8 52 ME, 454
ImageBind Y 1E N Z RIS ADAS, B T BRI TE SR S 1. e N D AR s == T B 46 320 50it T
B TH TR A MG (1) 2 B8 KA Fake VLM, JEIE TR LMM )5 J5 — )2 T SR US4 AE,
WIERER T AN 47 2K 4 LUR o8 22 B ATIIR IR B2, A R S 0t 25 Ry Lk K% Marcus Rohrbach #(#% HBA 2]
SEZHERE TR SN TR (MR BGRIER R B G R A E L), MShA MRS 2 R
I B2 K, K938 T DEFAME HEZR. AZAHE S REXT 20 R SEAZ 75 vh O BS AR S 1R U —BUR L 534, FEHEE 1
AT TAESS GBS A D Al 5 B A RREh i 2R I A B2 32 1 1 s Dy idt 5 LA 55 A A AL
P — B EAIRIE 5IE SCOP ERIEE 2 A, R T 2R KR (LLaVA) + I 2RFEERE (ST Branch)
+ B RE L.

3.3.4 ETL)5EEesEE

Z)5E 0 A (hallucination) J& 2 MEAS K1HE 5 B8 (1 HLRLERIA 2 —, TR A M AT BERILE A il A 250, 7 2E
SR N AN B SRR Z SRR (R S, BV B S R AU R BOE M A5 S 2, 7 Py Rl 45K,
KA (R0 58 B G AN LR A I ) TE R 12, SR 58 7 BER A RIS FE. F e th R B 13 — 1), 8 0F e ki
AR RN . 2RI A 477 SNGRf 2 BES IO A KD 0 . il BT D R 2 P e I 2 141 BA. [84)
B A Dy A AR o A R A A B K00 ) L, B T T A O e SCAR AR JAs (FETG), A DI 0 1 9T46 X
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* 2 SHESHERNBIESRSIT.

Table 2 Multimodal forgery detection dataset statistics.

Dataset Type Year  Modalities  Description
pGMal2] Textual forgery 2023  Image, Text 230000 image-text pairs: 152574 forged, 77426 real
Video, Text, ) i
IDForge [4] Textual forgery 2024 ! ;Od_ ox 169311 forged clips; 214438 real references; each clip 5~7 s
udio

Video, Image,
M3a [3] Textual forgery 2024 €% ARG 508495 real samples, 6566386 multimodal fake samples
Text, Audio

ama [74] Textual forgery 2024 Image, Text 5022 image-text pairs: 3018 real news, 2004 fake news
Video, Image,
Forensics-Bench [68] Textual forgery 2025 e 8¢ 63202 samples with multi-choice QA and tri-modal content
ex
MMFakeBench [67] Textual forgery 2025 Image, Text 11000 image-text pairs; includes 12 types of multimodal manipulations
SID-Set [93] Explanation-based 2024 Image, Text 300000 images (100k real, 100k synthetic, 100k tampered), 3000 explanations
DD—VQA[44] Explanation-based 2024 Image, Text 2968 images, 14782 QA pairs, each image with 3~6 questions

[94] ) Video, Image, . . . . . . .
LOKI Explanation-based 2024 X 18000+ task samples including binary, multiple-choice, and explanation-based questions
Text, Audio, 3D

FakeBench [70] Explanation-based 2024  Image, Text 6000 images, 54000 QA pairs covering judgment, explanation, and reasoning tasks
5369 videos, 21282 forgery annotations and explanations, covering methods like
ExDDV [95] Explanation-based 2024  Video, Text v gery s *P vering
Face2Face and DF-VAE
FFA-VQA [76] Explanation-based 2024  Image, Text 7436 images with hypotheses, explanations, forgery tags, and localized regions
96500 real images, 446600 fake images (c site/partial), with EkCot-style
VLForgery [85] Explanation-based 2025  Image, Text real images ake images (composite/partial), wi ot-style
reasoning chains
FakeClue [82] Explanation-based 2025 Image, Text 100000+ images, each annotated with forged clue explanations by LMMs
Image, Text,
MS-UFAD [55] Explanation-based 2025 s.a ' 5000 real videos, 260000 fake videos, 60000 images, all with clues and attribute descriptions
ideo
113287 real images, each with 5 captions; 1200000 fake images generated via SD in
COCOFake 57l Prompt-based generation 2023  Image, Text & w P £es & v
a “1 real + 5 fake” structure
AutoSplice[96]  Prompt-based generation 2023  Image, Text 3621 fake and 2273 real images with pixel-level masks
DFLIP»SK[97] Prompt-based generation 2024 Image, Text 300000 forged images and 190000 generation prompts
DiFF [98] Prompt-based generation 2024 Image, Text 23661 real images, 537466 fake images, over 30000 associated prompts

SN U R A R AE R ) SCAHIR. BRIIK A4k H A ) 7E VLForgery AR 51 AR 5L 1l LR
ORI, My T 2 RSO S ARSI A ERAELL (R AL AR, A RGETH T MLLM {EY #ak
Pyids FUE T RO HERLHER 2 S5 P AR RE ). J3 b, il N A RE SO0 S AT HE M AE (821 Tl A ] 2 AN RIE SR (A
Qwen2-VL, InternVL, Deepseek) [5RGPS LA AMNRFR SR 5] AR 7T IR IR S8 DXk, 8/l 1 45 1k
PG A R 252 10 L. 5 R 37557 T O 2058 10 FUAH EE, 5 P38 TR 2% Lap-pui Chau ZUREIBN U7 H5 1, HLA0HS
00 e e BE R 2R I AN — 2 RS Rl P S Bl A LI BT, 5 A T P O B S AR AR S BN A A
BREAR L« B A AAC S TR ARy “BEZ0 TR0, J il ALY F) £ 5 A2 ol

4 BESHERNKIES

HHTE 2SR I B 4R, g 2 (2~4,44,55,57,67.68.70, 74,76, 82,85, 93~98] B FEAL S5 BT SRS A LN
J7 B S R SCAS RS AR Dy i A AR R BT AR O L, T VRO — R BT ORI R He. A3
KA REBIRR R =38 (1) SCARVERAREGS; (2) SCRE SIS, (3) SUAME N H A Dy s 1
AR

4.1 BMEXFHNSIESHIRESE

ARG DISCAAE A D it K B A AR 22—, Herp SR AR B a] e Dy it N 28 BRI, B0 A S (1
B B MAN) ZIAEAETE SRS S A —F0 3L r eSS . S E 4 3 B IR 55 T B Al — B
AR AL 5 F AL ESFAESS, BN ISR ANME, JCH 2 B T HAZ A BB AT AR
WA R Fh.

(1) DGM4 2 4R 82 My T 28 1% J5 1 VisualNews 9 a4, 1284 4R R IR T I St S5 el i, o4
BBC, The Guardian fil The Washington Post &5 F ik, DGM4 T Z BT ANYIAHISH 8], £ 4R 5 SCAR )
BNV T DU R, A& (face swap) AJEJBMEIEEL (face attribute) XA E# (text swap) 5
SCAAB IR EL L (text attribute). B ZMEE T 54 23 JI R EUR — SCRN P Z S EHIRE, R T F
W HNERE R, TR G R 3 Dl XU 8 A S A — SR HE R AT 55
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(2) DGM4+ K4 gE 100 2% DGM4 BIR&ERY e, LUIRAME a8 & b ik = 4R 78 SCHEIC 1) K A A2
FIN TSR B FA S A IREL, I OCR XKERATIRRISCA, Bk “fEfe R, FEit2E
5000 Z & B SCHEAR.

(3) IDForge ! ##idi 2 — 5y PR sl A S AE O IEAT B AR, A sG WA 5 405 SOAR =Ml 12808 4k
Rl 5IN T30y IE, T GPT-3.56 KISCAA 515 By SCAR B, DARHUEL L il X Phi& sy 5%, IDForge
AR TR E YouTube M4 40 JIMRHCTE 5~7 s Z ARG K, iaG 54 AN, B MERBEFEER
DGEREAR S S B REAR, SCRE 2 S B Dy A DT 55 IR AT AT

(4) M3A B} B £ /e — AN ) AR AL AS WA 37 ] #0008 0 S 23 B KO D G a2, W SO &
& FPSIIIREE, JLEE 708425 SF HSHEAM 6566386 2% 125 M7 U4 I DR IE FEA, SRR L4 TEBY
FERCASI | VR DR IE VR« RS TSI b S A ) 5 T A TS5 2 A E 55

(5) AMG (attribution multi-granularity) ") #4542 2 [ 1] 22 15525 55 BT 1ok -5 VA BRI 55 (0 KRS 20 4.,
R EE7E 75 Instagram, Facebook 45 X(Twitter) = K22V &, Ii#s 2016~2024 48] I B OB EIFE AR, 221 K 5C
A RS — B S PR R AMG AMUARIERT [ B FRJE 1, I8 51N T Tt Dyt S8 Y A 4000 2 I R AR 25
K& hit (image fabrication) JEUEHEER (non-evidential image) . SEAARA—FL (entity inconsistency) FHfFA—
# (event inconsistency) S5 M A —FL (time inconsistency). 1ZEIEEILA A 5022 FK KIS, HA BSHH
3018 2k, MEABCHTIRI N 2004 2%

(6) MMFakeBench 671 $#f 48 f& — AN & R IR KRB BOSCOR MBS SRR . 28RO 54
11000 ASEISCR, 78 o AR S VE Al . ALSE SR . B SC B R . R BE G 20, Wik B AR
JPE S« ChatGPT MEMROCA . AT & RUAME . 15 SCREBCAF I S gz 07 2. W RN T 2 RSB B m ke L 2242
P S HERE VP A 455

(7) Forensics-Bench [68] $#fa 88 & — 4> [T TH] [a] A4S U P0G OB &2, DhidE BB R BE B . NI EE
el JmPEGAE . SCRBL PHE MR KUSIER « I PRk a3t 21 KB Dt #ft. 28R4 05 63292 4
FEA, B TE GE A% T BRSO A28 B LA 2 TR 6, - PP A AR TR AR O & 1R L D [X 3K
5E V75 HE PR R S5 7 THI Y A

(8) COVID-VTS B3l J& — MR LA &5 BT 2 A F e BBl 5. Bkl B TikTok, X(Twitter),
Facebook 5¢F COVID-19 FIAEALMN, £ 7 10000 ZZAEAR (SCA — F40 — A, P S “E S “SCARNIE” B .
M s =RbRiE.

(9) NewsCLIPpings 101 J& — AN KU I I SCHS O AR I A 4R, 34T VisualNews H1#] 509730 2% B 5L B SCHT
FREACK I 20 S0 AN st 4 FE VL C TV A O IE FE A, SR ZM 1 20 988000 NEISTHFEA, Hrh i
FOCAREH T B2 IR xS, 12 5006 KRR, BER PR <RS2 &l 4+ BSar 1 R RCA AT 5%, 2R
DR SRR ), @ RE G SRS Dhi R AR 2.

(10) MFND (multimodal fake news detection) F{#i4E (102 & — 2= 1H] [n] 22 45 A [ ARG 55 52 67 PR R A 5
AR AR, SHAEH] 11 AR RS SOR A S R 75, SR A AU S SEAE S AR o BRI, B4 E 125000 %%
RS Dyd&ofr AT, s 11 MR DN IEBOR, B8 W SEAIT . BRSO B O I . P Dl i X IE £ 55 DY
FALFHRIE.

4.2 BWRBNANSRSHES

DRSS A D KM FEeh A R R B SO, SO 28 BRI A — 5
TR G RA s br vl G DX, BEAT PR R B U H 4% IR R 2 B Lo 1725 (VQA) . RERHERE
LAY S AL E SR AL DA S5, T2 - T IRVl 22 A RS AU AE Py it PR 55 v (R HE 2 5 i o2
L.

(1) SID-Set (31 Hdf F & — AN ) 4k S A 47 S5 1O FUG D Al 5 o2 5 AR 55 B 2, JHiia: 30 35K
KR, s AT AR G E SRR LA SR, JFBCE GPT-4o ERE S, HSEZEEKIET Openlmages
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V7, TPt B B A i A FLUX 7E Flickr30k 031 F1 COCO 04 Hd B KLt b A= pl, R 755 R B 4 538 45
XL A S R it T, B Bs M H S S 2

(2) DD-VQA B4 i 4 /& — /LA FaceForensics++ 10° FdRAE (FF++) [106) Syt i) £ () EUZ O i 10 5 3
TE%, FEH T T 51E S I OvIER I 5 Rt 1284881 Amazon Mechanical Turk ~F & U EEFRTE
B, AR AR T B REAR SRR R A X (BB IRES . ST BeIREE) R mAE G, HAaE 2968 5kEIE
55 14782 AL 50F, A il L [R] IN-S Ak B Wi 5 2 T DRI AR RE SCAR, 38 FH T 22 B2 AT AR Oy a0 A
BRI Z5 5 VA

(3) LOKI 94 Hitfa 8 52 — 18] [ A ZRY PPty (14 22 A58 G B Ao ) ik vEE e 4 Ve ol IR RO, B 400, S
A EMERGERS, IS 18000 MESFEA, 4150 N 26 MR R. ZBIRE R T ZRESE
2, AFEEARCHINT ., 2Tk Oyl g7 R0 DA S B AR TE 5 R, 4125 SRR 0 Oh (5 B I RN RE ) 5 Al e e
D3 B REARTIBCA B 2 A AL A R AR B2 [ SRTE 5 ke, JR s D 1d IR,

(4) FakeBench (70 $¥fs & 7 — AN 7] 2 41 B DR i AR 55 1 XU 2 S Bai 48, i 3000 SR ELSERIR S
3000 7R Py IE B, FE T 54000 AN IR, CLFERT AT DR ARRE QRS DN IE T SRAT 55, AR Z T ARG S
FE78 (U Basic, In-context, Chain-of-thought, Free Prompting), JHit =/~F4E (FakeClass, FakeClue, FakeQA) 4=
[ PPAL LMMs X FR B (R . ffRE S5 4 e

(5) ExDDV 99 1] v @ RS Oy i R I i B £, 85 H 4 D EWBUES: FaceForensics++ 109,
DeeperForensics 1971, DFDC 198 BioDeepAV 10, 3t 5369 ANUAT (4369 fhiE 4+ 1000 E L), & 21282 4Myifk
DX AR 5 SO AR, SCRRAERUIAE BE A Dt ) + BN + WRRESOAAE B = HAT 55

(6) FFA-VQA (761 ¥ 8 2 — A 81 1) TPt 7 NI O3 43 B A 25 B D R o 1) 5 B 4. 8RR R & T
FF++ [0 DFDC (1081 Celeb-DF 109 Z&-LANAFF Oy Bdm AR I UG FEA, Jhf0 5 7436 D EEREAR, HARA
FIGSRAERE, SIN “HABRESER (W MRz B S /i, R HARE ) 1SRN

(7) VLForgery () $¥ & 2 — AN [ HUS A G D i Ui =48 45 2SR 4R, e 8kE 12 M4
(1) 500000+ 5k EUE, BAFEAEEEME (ESL/hid) . M8 (B ChatGPT-40 HAIER) BXR (BEANLE R
Dot P i X3, Dl VS5 85 M SUAR) Al EkCot HEFREEZCHIR (A& W2 R 5 DI 26 iR,

(8) FakeClue 12 H# 4 2 — N ] 2 5535 Oh & A U 5 D it 20 2R MR AT 55 1 K BRI 4, JL i id
100000 KR, WM. A3, Wk, BARXGE . BEEKR. SR Deepfake FIRELRE. ZHHEX
FH 2 BB A BRVE SRS (40 Qwen2-VL B InternVL 29 Deepseek B £5), Syafik BIGAE s ANRLEE B H 2815 5 #6
A, FriE R T AR AE RPN E NI (artifact clues), BLFESCH 4 o S S5/ SeEA—E5E, 2 —ME &
R ERERLEE AR ) D i G AR s 2.

(9) MS-UFAD %) ¥ G2 — AN KR | T 1) 3L 5587 s M NI BUt ks IEAR 4R, o DO BREASFEAR SR AL T 2k
FE R SCARTER. ZHERAEILEE R E 5000 4R 795000 MSSIRE AT 60000 5K EUGHEA, M 52 FhEGE 2%
B ARG WU SR NG, SCRVEREH 2 E S A miniCPM 10 22 BB R, A A IR
FEARJEYE (AneEEe . YR JCHEAT) LA DGR G2 RE R, JvCAR 5| S iE e MR- 4 7 A s
SCHF.

(10) MMTT B8] 252t phits MR . 5 3R A AN 458 5 A e () R RUASE N IS Dy s i 2, TR 7 = = i 0h
EFAR (GAN, Transformer, Diffusion), &35 128303 45 EISCEEAR, thils i) K THIER X 2 ik 21 28, B HE %
B, IR RE Y 26.9 ANiA.

4.3 BNFRRERERNSIESHIESE

I S H A R 0 I SCAAE NI RS S 5 i B A9 AR O A2, I8 W8 SCARHEE (prompt) 513 BUR Y
Az B B A G 6 5 PR A TR SCORE M P R AR TS G EHR B 7 20, X R 4R S UG 5 4 iy A
B FH AIGC LR, PIA RSO E SCIRBh Phit o Ja B A B2 . RS — i SRS S5 S 20 ORI % 5, & T T
PEAEASL IR 0T T S PR S A 4 W 5 A R e
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%= 3 MAFZEE DGM4 HiIEE FHIMsExtEE.

Table 3 Performance comparison of existing methods on the DGM4 dataset.

Mothod Category Binary classification Multi-Label classification Image grounding Text grounding
AUC 1 EER | ACCT mAP 1 CF1 1 OF11 IoUmean 1 IoU50 1 IoU75 1 Precision 1 Recall 1 F1 1
CLIP [2] Baseline 83.22 24.61 76.40 66.00 59.52 62.31 49.51 50.03 38.79 58.12 22.11 32.03
VILT [2] Baseline 85.16 22.88 78.38 72.37 66.14  66.00 59.32 65.18  48.10 66.48 49.88 57.00
CrUr (CLIP) [60] CLIP  84.93 22.61 7852 73.42 67.25 67.24 52.03 57.38  54.53 64.82 44.38  52.72
HAMMER [2] ViT 93.19 14.10 86.39 86.22 79.37  80.37 76.45 83.75  76.06 75.01 68.02 71.35
Exploiting [42] ViT 95.11 11.36 88.75 91.42 83.60 84.38 80.83 88.35  80.39 76.51 70.61 73.44
VLP-GF [41] ViT 92.84 14.45 86.13 85.65 80.02  79.07 76.73 83.89  76.24 76.42 66.80 71.29
ViKI [39] ViT 93.51 13.87 86.67 86.58 81.07  80.10 76.51 83.95  75.77 77.79 66.06 72.44
IDseq [43] ViT 94.55 11.40 88.94 90.01 83.00 84.90 83.33 89.39 86.19 75.96 71.23 73.52
Unleashing [37] ViT 96.34 9.88 90.32 92.48 86.19  86.92 84.07 90.48  87.17 75.33 77.95 76.62

(1) COCOFake 57 Ffa 4 J& — A KIUBLSCA UG Oy s A Bais 4, B2 1 coCo 04 1) 113287 5K H s
SREEX R 5 4 CAHEA, 38T Stable Diffusion MY v1.4 1 v2.0 23 H12E L) 1200000 5K 53 EIMG (B
600000), TER% “1 TRESEEIR + 5 sk Ovits BUR BOTE SCEERE, SCRMIRIURAIE 5 15 L2 ZR XS Bkl 5 D KUkg: —
T AEAEHIETT.

(2) AutoSplice 61 FHE 42 /2 — I AL T 30K 51 F 1R Oy Ar I A5 4 45, 23R il i 5] A\ 1E RS 5 B
SRIE 5 HROR T 0 L SE G AT X IR O it AR R, B8 3621 kiR EIR S 2273 ik EH KGR, HEEGRE TR
P& HERY.

(3) DFLIP-3K 7 4155 £ 300000 7K F 3000 2 A s B4 A e (1R L Db i R, IFICEL) 190000 26546 4E
BRI TR, SCREOIEATIN o JEBEN VR ) 5 E8 s ] . 2 AR AR T AT H AR (W1 LATON-5B [112)) 54
Py i PSR 5 B RRiEAR &R

(4) DiFF 8] Ffn g 56 T4 BoB ) A s i B 1 G 0 K RS B0 4, IREE 13 P SOTA ¥ 8y i, 8
i Text-to-Image, Image-to-Image, Face Swapping, Face Editing PUFpfhi& o=, MIL4E Bk 537466 skihik B, I
Pt 7ok E 1070 N 23661 TRILSEEMR S 30000 5% i & SCARIRL G prompt, SCRFARLEEATI . VA 434
50 G HEE IE ML AIF 75

5 MEANSHEER

FERBERIFAC, BEE I 518 SR M ABOR RS, O5IE Rl BORIZHT 2 FEAL. AR AR5 R AR I ZRiAs |
SR AT N ROR Ty T A7 AR R 3 22 5, T A EI R 755 AN & S8 gt I A BT 27 5 0 i, B A
PRV T AL R | MU0 — 3 5 R RN 225 K1 5 A A D7 2 ARk R

5.1 ETHURXREHAERN

BT KRB /57, W vision transformer (ViT) fl swin transformer (SwinT), 5% v TR 50
ERIAESS. BEE AL S5 HR N, IR TR R B Z BISAESS. RE VIT M SwinT FEALGEAE S5 R I H
o, G ARRE B0 B RS HE vt PRISAE TN A & SOAR R (5 2 B 2 RS HE i, 0w = 53R
Yh#s (W BERT B RoBERTa) 454, PAIMRESHIAS AN HGE /). X B 7 vER & H T (5 B 5 32 A 5l
S RS T SR L SRAS iy () DA A AT 45 i, 3R 3 237,39, 4143, 600 o (R 40 ffit f R T I AF FE7E DGM4 £ 4l
£ 21 FRgtaetabr. Horb ok [37,42] 3T Transformer (77 (TM), £ AUC (#h£E FififR) 1 EER (%%
FERR) SR bR DIRILTS, KAl 21E Image Grounding (BUEE A7) A Text Grounding (A EANL) L5 1,
BT T BONRS ERUR.
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Table 4 Summary of AUC scores for different methods in cross-dataset test.

Method Category Training-set Test-set
FF4++ CDF DFDC DFDCP DF-1.0 WDF DFD
RECCE (Xception) [113] Baseline 99.32 68.71 69.06 - 74.10 64.31 -
SBI (EfficientNet) [114] Baseline 99.64 93.18 72.42 86.15 77.70 - 97.56
Standing [54] CLIP - 80.00 77.34 90.57 - 85.42 -
M2F2-Det [59] CLIP 99.34 95.10 87.80 - - 87.20 97.70
MFCLIP [58] CLIP 99.63 83.46 86.08 - 78.99 - -
SJEDD [56] CLIP 99.86 92.22 84.14 - 93.21 - -
Towards [84] MLLMs-H 99.16 83.15 - 83.21 - 85.10 94.81
LVLM-DFD [75] MLLMs-E 99.53 94.71 79.12 91.81 78.99 - 99.64

5.2 BT - B AEENMAERN

Hok, BT — 38 S KB 7%, 40 CLIP A BLIP, JUIZE VT 4F 3K & B A, JUHJE CLIP ik,
T I A 2 S R RN SCAR RN 25 1], RE 85 7E USRI SOAR 2 (R AT V8 X655, X873 CLIP 7E Oy AT 25 H
JEoR T e IPERE. B0, RAEFR 4 (54,56,58,59,75,84, 115, 114] higilli - CLIP 40 2RI VEAE FF++ 1051 BiEAT 45,
7E FoAth Dy 32 AG I B 4 £ 1105, 107~109, 115, 116] F 3k, $RjAG T RAFRZ A ERe. th4t, CLIP 7732 B E AR IL7E
RIEHEAY R L, Y2070 O L8 A A 152531 Oyt g vy (60) gy Sops 280 A i A (57) 25 5 Dy 48 A
[AT55. TEIXEEAT 45, CLIP RE6% I Xt bh 2 31 7 v S A I £ 3PS, IRAE UGS SO — St T B T
RHHIRES). Bk, FE TG — 155 RBEBL I T7E, T4 RN 2 i Oy R I 4t 1 25 22 75 ).

5.3 ETEHRESKNIESRERIERN

Ba, 2T MLLMs f777 R R M. 415 MLLMs 76 D3 A6 AT 45 w4 (0 N34S, ansk 5 [67:70,105] Bk
(TR K 5 STHR [7]), IREERERIAE EREA (zero-shot learning) MR A2, BIZE 1A 3 fuiod 4 5 I 2R B0
MG, BB LT R 205 E AT BT IR, S8 OBl HL 2 NP KF, Higm T
CLIP fl BLIP 8 X EHLH MLLMs 7E Oy A AT 45 T fal il 5%, JoHOR R RE /o . 18 G AL
Jiih. SR, TR SRR R, YL TG SRS IE SR AN YRR T, TR SRl e 4
TR IIRG FE. 3X S T IX 86 2 A8 K1 5 R A AE R AU v AR AR IR, KBRS [ A (1 &)t Il /i, e
TE 2 RS B T e S B R T, DI iAs &, HEBLEE 08, H R B R E TR R, BT I 2 o) 8 R A7 A,
MLLMs 7E Dyt A I 4508k mT S PR 0 R AT 52 21— 2 il 2.

MR, T TM KEAFISE T VIM KR 1) J5 iR R Sk, 30t 78 2 TR — B il ik R A
A P RE. S5 T ALSE KRR Y vk DL VAT B = @5 ) T 45 618 5 A RN TS E A 0037, JEomiE e
SRS RE /I H LA, 22T VLM KBRS 77 BL CLIP #EAY A 3 AL REALHE PSR A IR BT 5%, B Aefis M
XA 4 AT 5%, g OSSR AR I . ARATERG 5. JE T MLLMs fJ73%, 78 E 4746 8 H5ds A5 33047 52 36 st
A I FT R, BT T G ORI B SR (R I AR GESURAIE). (EN BRAk Se it s — 1
RO T A5 AT LU, BT D . BRI BRER IR R R RS 6 TR — 2B e,

6 Bk, BB S5HTHE

6.1 IHE)

AR, A KA AL Dy i A U B L N8 H I BE 7T, 52 AR 1 SCBRAR . SR B S T Rk
oMY IS T R, (BILAE M RTR SR T I PR AL L ISR L AP IESE L
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Table 5 Zero-shot performance of different large models in forgery detection tasks.

Zero-shot test-set Model Accuracy (%)
LLaVA-1.5 54.90
FF 4 [105] BLIP-2 49.04
InstructBLIP 42.22
CLIP 34.85
GPT-4V 78.03
Human Evaluation 74.51
GeminiPro 67.50
FakeBench [70] InstructBLIP 57.73
LLaVA-1.5 57.70
Qwen-VL 56.42
Claude3 Sonnet 55.12
GPT-4V 54.00
Human Evaluation 37.90
MMFakeBench [67] pLIP2 5280
PandaGPT 30.00
Qwen-VL 11.00
MiniGPT4 9.00

6.1.1 ETHMA ECIE

B, HET L HAERINEE, BHA LMMs fEEMME . S8 DL AT S & R M 77 AT Wb . i,
FKA-Owl ™ & TAEFR th, A LMMs £ 288 OERE S (MEND) F iR I A 02 2 N, — 7T,
XA I AR MEND AR 558 5 @il 55— J51h, LMMs X )= 3525 (8] 405 ik = Soser: 17, fldn, 8 A\ 2s e
Phit g seh, dakh XIS JFAA TS 5t 2 T A MG 22 A A3 e DA KB IR . 22 TUAE 9 (44, 59, 64] &oR, 1EDN
TR IAE S5, 38 FH 2 22 A KA () S5 O 1k BB T R TR e i) & AR 48, I BTN AN Fe s R R I, i A ]
B3N, BE BRI TERE I AN Dhid BUR 7 HE 2R B s S B R G L, BB )R I — e R N 1 (264 JLmTRe
JRE 4T

I P AR A7 A AR 58 A O3 AT 55 T, e Z R O R () RS RE. STk [64] Fi 1, BUAE TR FE Dy A
IELHE B FIBR 2R R AT AL, B AR BE (3R A AR 2, X AH 45 KA AE 22 b 25 AR FE 1) P 3¢ A6 AT 45 0
PA7e o RIFVER. R OH 22 EIR M N2, (8 2951 2 B8 O & U BT 46 F I BaR E B 446l A%
=, fERPIX - e I R A LEIA () B FTLE.

B 7 B 5 TS 2, RO SRR R AR AR A2 H AT 2 S OB TR I A — KBk . SOk [44] FRH, <@
MFEREE )7 ANET DG RHIRE ). FEZBSAES T, A W (B4 W] A T 80l H AR % H
ZI—AN R, BB AT e AR — B E R, B — IS, a0, TERLGE 2 B SO R A4, B
AT e RO EUG, 20 A SCA, 53 RIS 5 9 1, TR R ga s, AT A B 5% B A R S A 14 [
Z sl R EH I (2,69, 70] S @ ARPARIERT 7 FERDGEN . $En i 3 B & T BHE - R M, HSLBRBURAT
ARKRIETE =[],

NI ), PRAT] T 5 KB 5 4 G GIE 5 R EA AL B2 RNT. A FLERIE T % R
A RE, QnSCER [49], @RS TS H S5 18 CLIP BEAYTEJEAT Oh 3 A W B S AN 2L 4% [ A ) S S s a8 3,
S 3 T VR 1R UG O ADURE S SR AT Dy ate A . BTt PR B SCA Gt R 2 S B T A Dy g S I ) B 7 1] Jl oy — T
AT 1), b0, 52 XA TR FE R, 25 RS KA IR of oy 308 24 B) 440 7 ke = AU 177 1071 el DL JR R i 0 I A X
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SR SCERAN AL, BETT [40,52] P45, KABEARE IR IR W48 hdE AT 2 IR R ERAE, 3 B0 D id R 24
BALBE . B KRR IM i SCOmB. ORISR AORSE, TR A SRS A R 228 1 . DhiG QU 32 1%
BUREE, WAL A FRIRIZEA] (semantic AH[R)) 2, HPATEEDSTIAAHR] (AEH vs. FOH), KA
FINR AL, FFHRTHE Rz AL (19,

6.1.2 4£]5ca)RRn

FR, 53— AR EUR L GEIGR , L08R RAER A i) 2 S5 3R LR R SEA AT 920, SCHR [83] #i i, 4)
WA KT A [ G AR, FEONIE R TS5 b, 2050 D0 SR I g R B 5 bl 3 SIEARE AR A 3 g Dy s R 6T AG
S5 ANERR MRS, 0, B oxor D1 A7 B A BTk, AR A FLA R M AR D S 1 IR RR A ) R B4 SRR AN
AN G5 1 Dy her I ) AT A5 BE, 3 T B i SRV AE A S B S RS, SCRIR [82, 84, 85] &5 5k, 1B 5N R Db i& 1
s A ERAE BIRAIE . MU PR 1A L Dyl IR TS 5] 48 SR, SRR BE 7), X BTk B TAE — @ RE L LK
A = A K]

AR, SR, ST R 1O TR i) AT 5 SRR TR R <7 SR i S A . B,
FC[7) KB, MEGR P EE 2 AR DGR (W IR A5 I, A RUROR REAE R U5 X 48 DR, )RR T g
Rty —ANREMRE, <z BRI XK OB M. §H7T [64] 48, PR (41 GPT-40) LLIFIH
B (U1 LLaVA) DL ARX A58 (PR, 31X 5 B DR D kA A R R ) DASE (R ~F (1025 S8 ARt [, AR A
MTER M E e, B, ERTHRREE J I RIS, dn e P R (AR I S R I, 9S82 M pR 2 i 1) 7L 1Y) 5K
Phikz —.

6.1.3 AFiEE)RR

PV 1A REAE AR 5 Oy 3G AG U 50 o A AR B A AS 500, AR B 2 A7 AR 0 o b o M 55 AL
2024 F Nature ¥ | Humanities & Social Sciences Communications W—IRFFT [120] & H, KiG 5 HBEAAEAT AN
AT 55 rh e A7 E 1 s DL SCRR [121] AR 2 B, Mol S 2 i, B S TR R RN i) TR 22 P 353840 T 3.09%.
1 A WL 55 7™ ELFRTHT 50 MRV A, IX— AR Sk 9.25%. SCHR [122] 48, RS A B P 344 ) 5 Ll A A4
) SB[ TR I H AN B 15 SRR T REk e HE 93%, ELIE A R O, A4 ) i ALt it 2 386

FEDRIE AL A, JCHORAE AR O I AT 5, SRR SER AR AR IR AR R 2 2 7. H
AT, A TF R FE OGRS I A A HUE 4R (W0 FF++, Celeb-DF 55) 24 vhFRRIE N, X LU H0HR 4275 S0 A0S 5t
JoRC RN AE 45 77 Th Gk = 2 A 11280, SR, SR IK 2, H T IR SO/ 2 A ER R b R ADIE 2R |
A ARFAREA TP O A), R T8 7325 REAR A At 0 221 e, 3 A0 — [l R AT 2 1) S B A B S i
G L HT B AP R AT AR BE. D S A — i g, Py i A 0 4R T DA A 4 At S0 7 B AN A PR T
T2, i, 76 N RIEE 5RO, O H AR [124,125) 583 1T HEREM 2B, IR N A FEZ R
LI i L. BB SRBRATANFT SEAE AR SC A R AN AR 3K L AT AR 47, (B I 2528 3 6 [ e i i KA Y 5] A 1 24
P 1) R PR T A 55 U D e o SR B, VR BE AR TH DR A ) A~ MR AT R R .

6.2 KXREHSHMERE

It A AN T RE AN 2 AR AL X AN IR adE 2 Oy e S sk T s 5 /i T R AT I HTLAE S Bk, B
AT RHES) T OISR AR 5 R 3 S RF SRR . DR, ARSCEE A BT SRR, AT T ARCR IR SR,
FREE TN AR IEAS I AR STHIRTE ST 1.

6.2.1 AEEESHL

FE LUK R g O i) 2R il A AR R, BB AR S AN DR 26 SE SR 38 5 WU LA RE D, IE 2B AU AL
IAETLARFAE. 40, 2T KR R Ol (A S ACEE N REME G HER (5 8 AL AR 1078 5 2B, I 1 BB G . 18 SO
1A

-
SFFE U, AR R FL G Y AR A A IO R P S A KRR (R 7, AR AR SRS S ROy A N
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BT AR RS, DG BB O E SCAREAE <& H F S U, a0, BHR R R — 37 B 31,
SRR H PR M. B RS I A Dy AR R, T G R R A RS B — A A A LR
BT JE HIER SR8 SCP JE. SCHR [2~4, 68] [RIN i 2 22 Dy G A 25 5 15 1 SCIR2 (V0 A SR AR 4 B, tho MUY T e Pk
AR AR R R I A J 2, AR B R B SRR 5 T F B H s B2, X OyiEAa s th 1 AT R
A 1Bk

D& 5 B A RS T VISR NNE S S sE —— MR T sas 5 o R fa skl ), 32
RN T B TSHERL REE S BRE SRR RMES A R BRI ADLE, A5 A 42 M iy
() BB + B phbrag [106.108.1090 UG oy <R — SOA + — Sk 267100 R TRt B AT 55 A
A WATOL X i, PG R R R AN B RE S R e O hiE, RN ORISR PR iE L
BAEME” DL “RIEFAIAAL D 58 SRR R AN, X— 2Rk, A TR K, BRSOk
D er I 2 Geis Bk X S B U7 7], thoxt 20 MR I 5 B 11 SCEAR L« LS D[R] e 70 S B ARG e VE 3R HH T v
Pk

6.2.2 (HELXRREZE

A FH AR /IME B BEAT DR A U B 7 1k E 58 4 vk Ja TR e 2 et ARk, AW (6] f5th, 1A% E
55T, TR 2 RS R, L I DG A S AEAER Ik« 5 R 1A Uod il e 70 77 T 73 2L 8 23t
#. LMMs 38 % #3218 PO RRLTE R 7 RO ZR, Bk Z A00LEE IR R RN RE /7 19°). Forensics-Bench 18] SZI6
o, KBRS AT Do« BMERID FRH]  JER SO A IR OhiE R HRRSS. SRS N T AR
BAR, o2 5 2 IR B AN A P RIALA. IR, Rl 22 WF TR 2R i % s N0 5 3 P ) S 5K
SR DN ERFE (ATUSRARFAE - NBSRFAE . JUAT—20rE) IR 2 ES R AL s A . EAh, SRS KRR
AR AL Dy AL BIE TN Dy A BT I PRI SO SR A 55 /N U R AR O RS, 2 17 4952 SR 1),
B, AR Dy IS I AR AT 7 s AN RS PR T e £ Dy i Ao DA 55 e 78 B 5 K I AR A, S A T3 B AE
SRFERR BN, AESCENE . S PEO IS IO 518 SC— BUE R 2 I S, O HLSE R AT DG kel 5o AR
55 g

6.2.3 [EIFAANLLEHRYE

FEIRBE S 2 B 1T, M GEBUIE T, BUORGERIAR B S AR U Jee i tr, ST W% - XK
~ R s O B e, (RS IR, IR I UNE R EIRTT TR, e E R A T AT S A A
PE. T, BATRH —ME0IE R LMMs S5 7ERFFPERERI I, 51 SAMIRURE BV NS5 Oy B 4E? — 51,
VLLM &I & SHEBRE 71, e BSeRR A URE R B ARE S 40 S8, IR <RI - &
SEPRIR - TR BRESR AN 71 SCHR [44] BETTTRERI, SeMre i se e O <30/ BEARCE A R T Aol
BOREEEZ A, 53— J7 T, FAI G ZAN R IS 2 R TR AR ESE S 70 e /1. STk [81) & Bor,
e id N B RN 2 65%, &R 5 GE L) 75%. Bk, AT R R R JeAT — IEHEXS S - 45
A M S AT E R S HER ISR, fH4 HH A58 AN E B A AL BT Al AR R S AZ A,
DALE R AR 45 A 2R 2 TR B R 5 2 T

6.2.4 MIUMEREH

WG HARAWTRE D | XS B B I A 7 2K 1 1 BT BT R BBk, X BB Tz A
RIESE S FRE T QR 2 — . B R OBt AN, BERS AR L2 2] R G A R AT, ik 21
HATHI H A 026) S TG A A Rt PSS (X FUREA AN B s oK), Bl N T B4R 46 . BSR4
FFBAE R OV IERIE, R PAMRA, (A R il R e NS, BB HSE R iR AN D IE.

HAl, 2T 2B R (1 GPT-4, CLIP %) MIREEDyEA N7k, RG2S 7 B tRE, (2
EATHE RIS FUE B I TR B R R BRI, B e, IR S R AR AR M T O e N ZRad 72 dn 2Rt 7T
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Dy AL 55 P IR KRR 5 058 AT 48— RO U PRl MOy SE B, DA AR SR (KIBIE T 4 S5 R (U I K VA 2
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Abstract With the continuous advancement of artificial intelligence, Deepfakes have evolved from single-modality synthesis
into complex generative forms involving visual, auditory, and textual media. The emergence of large multimodal models
(LMMSs) has significantly enhanced the capability to generate forged content, while simultaneously bringing unprecedented
opportunities and challenges to the task of forgery detection. This paper presents a comprehensive review of recent progress
and technological evolution in forgery detection under the background of large models. It surveys relevant research outcomes
over the past three years and summarizes recent multimodal forgery detection datasets. On this basis, we conduct an in-
depth analysis of the potential and challenges of LMMs in terms of detection performance, hallucination, judgment accuracy,
and fairness. We analyze the underlying causes and propose future solutions to address these issues. Finally, the paper
explores future trends in forgery detection technologies, including the increasing complexity of forgery information, the value
of traditional techniques, explainability, and technological adversarial dynamics.

Keywords large multimodal models, Deepfake detection, vision-language fusion, explainability in detection, cross-modal

reasoning



