基于轨迹基的三维非刚体线性重建方法
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摘要 为了实现非刚体的三维重建，本文提出了一种基于轨迹基的三维非刚体线性重建方法。利用非刚体的运动轨迹构成一个低维子空间，并由一组 Haar 小波基线性表示，从而实现非刚体的三维重建。由于该 Haar 小波基可以事先定义，求解的未知数大大减少，并且使非刚体的重建转化为线性求解问题，提高了算法的鲁棒性。仿真实验和真实数据实验表明，该方法能够有效地实现非刚体的三维重建。
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1 引言

近些年来，随着虚拟现实、计算机视觉和计算机图形学等领域的不断发展，三维重建技术受到了广泛关注[1, 2]，该技术最大的优点就是可以直接从图像序列中重建出三维物体[3]。

早期的三维重建技术都是基于物体为刚体的假设，其中最具有代表性的是 Tomasi 等[4] 提出的基于因式分解的三维重建方法，但由于刚体的假设对物体的运动提出了非常苛刻的条件，要求物体在运动过程中任何两点之间的距离保持不变。然而现实生活中，许多物体的运动并非刚体运动，如手指的弯曲、面部表情的变化、旗帜的飘动等。非刚体运动比刚体运动要复杂得多，因此，重建的难度将增大。

非线性求解需要一个较好的初值，否则易收敛到局部极小值。为此，Tao 等[12]采用机器学习的方法学习非刚体的先验知识，再对非刚体进行三维重建。但在许多情况下，非刚体的先验知识很难获取。Bue 和 Rehan 等[13,14]将非刚体的运动分为刚体运动部分和非刚体运动部分，利用刚体运动部分对相机进行标定，然后利用这些标定参数实现整个非刚体的重建。但是对于一般的非刚体，很难将非刚体的运动分成刚体运动部分和非刚体运动部分，因此这种方法在实际应用中很难推广。而且上述方法都基于 Bregler 的假设，这些方法可以将图像的次序任意颠倒，没有利用非刚体运动具有连续性的约束，导致求解过程不稳定，对噪声极其敏感。

为了有效地实现非刚体的三维重建，近年来，Dai 等[15]利用非刚体结构为低秩矩阵的特性对三维非刚体进行重建。但是该方法并没有利用非刚体的运动具有连续性约束，Akhter 等[16]虽然利用了非刚体运动的连续性约束，实现了三维非刚体的重建。但是这些重建方法都是基于相机为正投影模型的假设，正投影模型要求相机到物体的距离远大于物体的景深，否则误差较大。而针孔模型相对正投影模型更加符合真实情况，重建精度将更高。而且现有的三维非刚体重建方法都要求解一个非线性优化问题，而非线性优化问题的求解，需要一个好的初值，否则容易陷入局部最优。为此，本文在针孔模型下，充分利用了非刚体的运动具有连续性约束，但同时，利用了非刚体的运动轨迹可以由一组事先定义的 Haar 小波基线性表示的特性，使求解的未知数大大减少，同时，使现有的三维非刚体重建转换为线性求解，提高了重建的鲁棒性。

2 非刚体成像模型

假定相机为经典的针孔模型，其成像过程为

$$\lambda u = K (Rt) w = Pw,$$

式中 $\lambda$ 为深度因子，$u = (u_1, u_2, \cdots, u_N)^T$ 和 $w = (x, y, z, 1)^T$ 分别为图像点和三维空间点的齐次坐标，$K$ 为相机的内参矩阵；$R, t$ 分别为相机在拍摄位置对应的旋转矩阵和平移向量，即相机的外参矩阵，$P = K (Rt)$ 为相机的投影矩阵。

假设帧图像有 $N$ 个三维空间点，对于第 $f$ 帧图像，由式 (1) 有

$$U_f \Lambda_f = K (R_f, t_f) Y_f,$$

式中 $U_f = (u_{f,1}, u_{f,2}, \cdots, u_{f,N})$ 为第 $f$ 帧图像点构成的图像矩阵，$\Lambda_f$ 为所有深度因子 $\lambda_{f,i}$ 构成的对角矩阵，$Y_f = (w_{f,1}, w_{f,2}, \cdots, w_{f,N})$ 为第 $f$ 时刻所有三维空间点构成的矩阵。

当物体做刚体运动时，三维空间点 $Y_f$ 在整个运动过程中保持不变。当物体做非刚体运动时，$Y_f$ 在各个时刻 $f$ 会发生变化。

3 非刚体轨迹基的表示

将第 $i$ 个三维空间点在各个时刻 $f$ 的 $x$, $y$ 和 $z$ 分量分别放在一起，即为 $x_i = (x_{1,i}, x_{2,i}, \cdots, x_{F,i})^T$，$y_i = (y_{1,i}, y_{2,i}, \cdots, y_{F,i})^T$，$z_i = (z_{1,i}, z_{2,i}, \cdots, z_{F,i})^T$，则 $x_i$, $y_i$ 和 $z_i$ 构成了第 $i$ 点的运动轨迹，简称
迹. 如图 1 所示, 该人体手腕上的某一特征点在时间序列中构成了一条运动轨迹. 图 2 为该特征点 $y$ 分量的运动轨迹.

对于所有三维空间点的迹, 构成一个低维子空间, 那么低维子空间中的任意向量都可以由该子空间的一组标准正交基 $(\sigma_1 \sigma_2 \ldots \sigma_d)$ 线性表示, 即有

$$
\begin{align*}
x_i &= \sum_{j=1}^{d} a_{xi,j} \sigma_j, \\
y_i &= \sum_{j=1}^{d} a_{yi,j} \sigma_j, \\
z_i &= \sum_{j=1}^{d} a_{zi,j} \sigma_j,
\end{align*}
$$

(3)

式中 $d$ 表示该低维子空间的维数, $d$ 越大, 表示三维空间点的运动越复杂; $\sigma_j$ 表示基向量, $a_{xi,j}$, $a_{yi,j}$ 和 $a_{zi,j}$ 表示系数.
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将向量 \( \mathbf{x}_i, \mathbf{y}_i \) 和 \( \mathbf{z}_i \) 放在一起，根据式（3）可得

\[
\begin{pmatrix}
\mathbf{x}_i \\
\mathbf{y}_i \\
\mathbf{z}_i \\
1
\end{pmatrix}_{(3F+1) \times 1} = 
\begin{pmatrix}
\sum_{j=1}^{d} a_{x_{ij}} \sigma_j \\
\sum_{j=1}^{d} a_{y_{ij}} \sigma_j \\
\sum_{j=1}^{d} a_{z_{ij}} \sigma_j \\
1
\end{pmatrix}_{(3F+1) \times 1} = 
\begin{pmatrix}
\sigma_1 \cdots \sigma_d & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & \sigma_1 \cdots \sigma_d & 0 & \cdots & 0 \\
0 & \cdots & 0 & \cdots & \sigma_1 \cdots \sigma_d & 0 \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 1
\end{pmatrix}_{(3F+1) \times (3d+1)} \begin{pmatrix}
a_{x_{i1}} \\
a_{x_{id}} \\
a_{y_{i1}} \\
a_{y_{id}} \\
a_{z_{i1}} \\
a_{z_{id}} \\
1
\end{pmatrix}_{(3d+1) \times 1}.
\]

式中

\[
\begin{pmatrix}
\mathbf{x}_i \\
\mathbf{y}_i \\
\mathbf{z}_i \\
1
\end{pmatrix}_{(3F+1) \times 1} = 
\begin{pmatrix}
x_{1,i} & y_{1,i} & z_{1,i} & 1 & x_{2,i} & y_{2,i} & z_{2,i} & 1 & \cdots & x_{F,i} & y_{F,i} & z_{F,i} & 1
\end{pmatrix}_{4F \times 1}^T,
\]

\[
M_{4F \times (3d+1)} = 
\begin{pmatrix}
\sigma_{1,1} \cdots \sigma_{1,d} & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & \sigma_{1,1} \cdots \sigma_{1,d} & 0 & \cdots & 0 \\
0 & \cdots & 0 & \cdots & \sigma_{1,1} \cdots \sigma_{1,d} & 0 \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\sigma_{F,1} \cdots \sigma_{F,d} & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & \cdots & \sigma_{F,1} \cdots \sigma_{F,d} & 0 & \cdots & 0 \\
0 & \cdots & 0 & \cdots & 0 & \cdots & \sigma_{F,1} \cdots \sigma_{F,d} & 0 \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 1
\end{pmatrix}_{(3d+1) \times (3d+1)}.
\]

将所有的空间点 \( \mathbf{x}_i \) 放入一个大矩阵中，则有

\[
\begin{pmatrix}
\mathbf{X}_i \\
\mathbf{X}_{i+1} \\
\vdots \\
\mathbf{X}_N
\end{pmatrix}_{4F \times N} = 
\begin{pmatrix}
\mathbf{A}_{(3d+1) \times N}
\end{pmatrix}_{(3d+1) \times N}.
\]

式中

\[
\begin{pmatrix}
\mathbf{Y}_1 \\
\mathbf{Y}_2 \\
\vdots \\
\mathbf{Y}_F
\end{pmatrix}_{4F \times N} = 
\begin{pmatrix}
\mathbf{A}_x \\
\mathbf{A}_y \\
\mathbf{A}_z \\
1
\end{pmatrix}_{(3d+1) \times N}.
\]

886
图 3 基于 Haar 小波基的展开

Figure 3 Represented as a linear combination of Haar wavelet basis

$$\sum_{i=0}^{d} \alpha_i x^i$$

$$\sum_{i=0}^{d} \alpha_i x^i = \alpha_0 + \alpha_1 x + \cdots + \alpha_d x^d$$

$$A_y = \begin{pmatrix}
    a_{y1,1} & a_{y2,1} & \cdots & a_{yN,1} \\
    a_{y1,2} & a_{y2,2} & \cdots & a_{yN,2} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{y1,d} & a_{y2,d} & \cdots & a_{yN,d}
\end{pmatrix},
A_z = \begin{pmatrix}
    a_{z1,1} & a_{z2,1} & \cdots & a_{zN,1} \\
    a_{z1,2} & a_{z2,2} & \cdots & a_{zN,2} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{z1,d} & a_{z2,d} & \cdots & a_{zN,d}
\end{pmatrix},
1 = \begin{pmatrix} 1 & 1 & \cdots & 1 \end{pmatrix}.$$
将 $B_{3F \times (3d+1)}$ 展开，有

$$
B_{3F \times (3d+1)} = \begin{pmatrix}
\sigma_{1,1}p_{1}^{(1)} & \cdots & \sigma_{1,d}p_{1}^{(1)} & \sigma_{1,1}p_{2}^{(1)} & \cdots & \sigma_{1,d}p_{2}^{(1)} & \sigma_{1,1}p_{3}^{(1)} & \cdots & \sigma_{1,d}p_{3}^{(1)} & p_{4}^{(1)} \\
\sigma_{2,1}p_{1}^{(2)} & \cdots & \sigma_{2,d}p_{1}^{(2)} & \sigma_{2,1}p_{2}^{(2)} & \cdots & \sigma_{2,d}p_{2}^{(2)} & \sigma_{2,1}p_{3}^{(2)} & \cdots & \sigma_{2,d}p_{3}^{(2)} & p_{4}^{(2)} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\sigma_{F,1}p_{1}^{(F)} & \cdots & \sigma_{F,d}p_{1}^{(F)} & \sigma_{F,1}p_{2}^{(F)} & \cdots & \sigma_{F,d}p_{2}^{(F)} & \sigma_{F,1}p_{3}^{(F)} & \cdots & \sigma_{F,d}p_{3}^{(F)} & p_{4}^{(F)}
\end{pmatrix},
$$

(10)

式中 $p_{k}^{(f)}$ 表示第 $f$ 个投影矩阵 $P_{f}$ 的第 $k$ 列。

从式 (9) 可以看出，矩阵 $U_{3F \times N}$ 的秩为 $3d + 1$。同时，$U_{3F \times N}$ 中含有深度因子 $\lambda_{f,i}$，在重建之前，可以利用 $U_{3F \times N}$ 为一个低秩矩阵的特性求解出所有深度因子 $\lambda_{f,i}$，目前有许多算法可以实现深度因子 $\lambda_{f,i}$ 的求解$^{[18, 19]}$。若深度因子 $\lambda_{f,i}$ 已知，对 $U_{3F \times N}$ 进行 SVD 分解，可以得到

$$
U_{3F \times N} = S_{3F \times 3F}V_{3F \times N}D_{N}^{T}.
$$

(11)

由于矩阵 $U_{3F \times N}$ 的秩为 $3d + 1$，因此，$V_{3F \times N}$ 对角线上只有前 $3d + 1$ 个元素为非 0，其他元素全部为 0。若在有噪声情况下，可以保持 $V_{3F \times N}$ 中对角线上前 $3d + 1$ 个元素不变，令其他元素全部为 0。因此，由式 (11) 可得

$$
U_{3F \times N} = S'_{3F \times (3d+1)}V'_{(3d+1) \times (3d+1)}D_{N}^{T}.
$$

(12)

式中 $S'_{3F \times (3d+1)}$ 和 $D_{N \times (3d+1)}$ 分别为 $S_{3F \times 3F}$ 和 $D_{N \times N}$ 的前 $3d + 1$ 列，$V'_{(3d+1) \times (3d+1)}$ 为 $V_{3F \times N}$ 的上三角 $(3d + 1) \times (3d + 1)$ 的子矩阵。

令 $\hat{B}_{3F \times (3d+1)} = S'_{3F \times (3d+1)}V'_{(3d+1) \times (3d+1)}$, $\tilde{A}_{3d+1} \times N = V'_{(3d+1) \times (3d+1)}D_{N}^{T}$，由式 (12) 可得

$$
U_{3F \times N} = \hat{B}_{3F \times (3d+1)}\tilde{A}_{3d+1} \times N.
$$

(13)

从上式可以看出，对于任意的 $(3d + 1) \times (3d + 1)$ 非奇异矩阵 $Q_{(3d+1) \times (3d+1)}$，都有

$$
U_{3F \times N} = \hat{B}_{3F \times (3d+1)}\tilde{A}_{3d+1} \times N = \hat{B}_{3F \times (3d+1)}QQ^{-1}\tilde{A}_{3d+1} \times N = \hat{B}'_{3F \times (3d+1)}\tilde{A}'_{3d+1} \times N,
$$

(14)

式中 $\hat{B}'_{3F \times (3d+1)} = \hat{B}_{3F \times (3d+1)}Q_{(3d+1) \times (3d+1)}$, $\tilde{A}'_{3d+1} \times N = Q^{-1}_{(3d+1) \times (3d+1)}\tilde{A}_{3d+1} \times N$。

即，对于上式，如果存在一组解 $\hat{B}_{3F \times (3d+1)}$ 和 $\tilde{A}_{3d+1} \times N$，则同样存在另一组解 $\hat{B}'_{3F \times (3d+1)}$ 和 $\tilde{A}'_{3d+1} \times N$。对于无穷多的非奇异矩阵 $Q_{(3d+1) \times (3d+1)}$，存在无穷多组解满足要求，一般地，$\hat{B}_{3F \times (3d+1)}$ 和 $\tilde{A}_{3d+1} \times N$ 并不相等，而是相差一个 $(3d + 1) \times (3d + 1)$ 的可逆矩阵 $Q_{(3d+1) \times (3d+1)}$，即

$$
\tilde{A}_{3d+1} \times N = Q_{(3d+1) \times (3d+1)}^{-1}\tilde{A}_{3d+1} \times N, \quad \hat{B}_{3F \times (3d+1)} = \tilde{B}_{3F \times (3d+1)}Q_{(3d+1) \times (3d+1)}.
$$

(15)

选取 $Q_{(3d+1) \times (3d+1)}$ 中的第 $j$ 列、第 $d + j$ 列及第 $2d + j$ 列，组成矩阵 $Q_{j,||j}$ ($j = 1, 2, \ldots, d$)，由式 (10) 和 (15) 可得

$$
\tilde{B}_{3F \times (3d+1)}Q_{j,||j} = \begin{pmatrix}
\sigma_{1,j}p_{1}^{(1)} & \sigma_{1,j}p_{2}^{(1)} & \sigma_{1,j}p_{3}^{(1)} \\
\sigma_{2,j}p_{1}^{(2)} & \sigma_{2,j}p_{2}^{(2)} & \sigma_{2,j}p_{3}^{(2)} \\
\vdots & \vdots & \vdots \\
\sigma_{F,j}p_{1}^{(F)} & \sigma_{F,j}p_{2}^{(F)} & \sigma_{F,j}p_{3}^{(F)}
\end{pmatrix}_{3F \times 3}.
$$

(16)
取上式中的第 \((3f-2)\) 行到第 \(3f\) 行, 则有
\[
\tilde{B}_{3f-2:3f}Q_{j,|||} = \sigma_{f,j}KR_f, \tag{17}
\]
式中 \(\tilde{B}_{3f-2:3f}\) 表示矩阵 \(\tilde{B}_{3F \times (3d+1)}\) 中的第 \((3f-2)\) 行到第 \(3f\) 行.

对式 (17) 两边各乘以其转置, 并利用 \(R_f\) 为旋转矩阵的特性, 则上式可变为
\[
\tilde{B}_{3f-2:3f}Q_{j,|||}Q_{j,|||}^T \tilde{B}_{3f-2:3f} = \sigma_{f,j}^2 KK^T. \tag{18}
\]
令
\[
\Xi_j = Q_{j,|||}Q_{j,|||}^T, \quad \Omega = KK^T, \tag{19}
\]
式中 \(\Omega\) 为绝对二次曲面的像.

将式 (19) 代入式 (18), 则有
\[
\tilde{B}_{3f-2:3f} \Xi_j \tilde{B}_{3f-2:3f} = \sigma_{f,j}^2 \Omega. \tag{20}
\]

\(\Xi_j\) 为 \((3d+1) \times (3d+1)\) 的对称矩阵, 含有 \((3d+1) \times (3d+2)/2\) 个未知数. 对于所有的 \(\Xi_j\), 有 \((3d+1) \times (3d+2)/2\) 个未知数; \(\Omega\) 为绝对二次曲面的像, 含有 5 个未知数. 因此, 总共的未知数为 \((9d^3/2 + 9d^2/2 + d + 5)\). 而式 (20) 可提供 6 个线性方程, 因此, 对于整个图像序列, 可提供 6\(Fd\) 个线性方程. 当 \(6Fd \geq (9d^3/2 + 9d^2/2 + d + 5)\) 时, 可以线性地求解出 \(\Xi_j\) 和 \(\Omega\).

当 \(\Xi_j\) 已知时, 可利用式 (19) 对 \(\Xi_j\) 和 \(\Omega\) 进行矩阵分解, 求解出 \(Q_{j,|||}\) 和相机内参矩阵 \(K\). 至此, 矩阵 \(Q_{(3d+1) \times (3d+1)}\) 前 3d 列求解完毕, 只剩下最后一列 \(q_{(3d+1) \times 1}\). 可以令世界坐标系的原点位于物体的中心, 即有
\[
\frac{1}{N} \sum_{i=1}^{N} w_{f,i} = 0, \tag{21}
\]

对于第 \(f\) 幅图像, 其平均值为
\[
\bar{x}_f u_f = \frac{1}{N} \sum_{i=1}^{N} \lambda_{f,i} u_{f,i} = \frac{1}{N} \sum_{i=1}^{N} P_f \begin{pmatrix} w_{f,i} \\ 1 \end{pmatrix} = p_f^{(f)}. \tag{22}
\]

对于所有的图像, 则有
\[
\begin{pmatrix}
    p_1^{(1)} \\
    p_1^{(2)} \\
    \vdots \\
    p_1^{(F)} \\
    p_{3F \times 1}
\end{pmatrix} = \begin{pmatrix}
    \bar{x}_1 u_1 \\
    \bar{x}_2 u_2 \\
    \vdots \\
    \bar{x}_F u_F
\end{pmatrix} = \tilde{B}_{3F \times (3d+1)} q_{(3d+1) \times 1}, \tag{23}
\]
即 \(q_{(3d+1) \times 1}\) 为
\[
q_{(3d+1) \times 1} = \tilde{B}_{3F \times (3d+1)}^+ p_{(3F) \times 1}, \tag{24}
\]
式中 + 表示伪逆.
至此，实现了变换矩阵 $Q_{(3d+1)\times(3d+1)}$ 的求解。当变换矩阵 $Q_{(3d+1)\times(3d+1)}$ 已知时，可以利用式 (15)，实现矩阵 $A_{(3d+1)\times N}$ 和 $B_{3F\times(3d+1)}$ 的求解；由于基 $(\sigma_1, \sigma_2, \ldots, \sigma_d)$ 事先已经定义，因此 $M_{4F\times(3d+1)}$ 已知。若 $A_{(3d+1)\times N}$ 已知，根据式 (6) 可以求到三维空间点矩阵 $X_{4F\times N}$，即实现三维非刚体的重建。

当三维空间点矩阵 $X_{4F\times N}$（即 $Y_f$）已知时，利用式 (2) 可以求到相机的外参矩阵 $\left( R_f, t_f \right)$。在前面的求解过程中，由于深度因子 $\lambda_f$，求解的不精确，及式 (20) 组成的线性方程组的独立未知数的个数不详等原因，导致求到的解不一定是最优解。因此，有必要对所求到的解进一步优化。为此，本文定义重投影误差 $e$ 为

$$ e = \frac{1}{FN} \sum_{f=1}^{F} \sum_{i=1}^{N} \left\| \begin{bmatrix} u_{f,i} \\ v_{f,i} \end{bmatrix} - \begin{bmatrix} h_{f,i}^{(1)} w_{f,i} \\ h_{f,i}^{(2)} w_{f,i} \\ h_{f,i}^{(3)} w_{f,i} \end{bmatrix} \right\|, $$

(25)

式中 $h_{f,i}^{(j)}$ 表示第 $f$ 个投影矩阵 $P_f$ 的第 $k$ 行。

则可以优化下列目标函数:

$$ \text{minimize } e $$

s.t. \hspace{1cm}$$
\begin{align*}
K, R_f, t_f, A_{(3d+1)\times N} & \\
& \quad P_f = K \left( R_f, t_f \right), \\
& \quad R_f R_f^T = I_{3\times3}, \\
& \quad X_{4F\times N} = M_{4F\times(3d+1)} A_{(3d+1)\times N}.
\end{align*}$$

(26)

本文利用前面求到的 $\{K, R_f, t_f, A_{(3d+1)\times N}\}$ 作为初值，采用 Levenberg-Marquardt 方法[20]对式 (26) 进行优化，求到更加精确的 $\{K, R_f, t_f, A_{(3d+1)\times N}\}$。然后再利用优化后的矩阵 $A_{(3d+1)\times N}$，求到更加精确的三维空间点矩阵 $X_{4F\times N}$，实现精确的三维非刚体重建。

5 算法总结

1. 将所有图像点放入图像矩阵 $U_{3F\times N}$ 中，利用秩的约束，求取深度因子 $\lambda_{f,i}$，并利用式 (13) 对 $U_{3F\times N}$ 进行 SVD 分解，求取 $\hat{B}_{3F\times(3d+1)}$ 和 $\hat{A}_{(3d+1)\times N}$；
2. 利用式 (20) 线性地求解出 $\Xi_f$ 和 $\Omega$，并利用式 (19) 对 $\Xi_f$ 和 $\Omega$ 进行分解，求解出 $Q_{f,||}$ 和相机内参矩阵 $K$；
3. 利用式 (24) 求解出 $Q_{(3d+1)\times1}$，至此，求解出变换矩阵 $Q_{(3d+1)\times(3d+1)}$；
4. 利用式 (15)，实现矩阵 $A_{(3d+1)\times N}$ 的求解；
5. 利用式 (6)，求到三维空间点矩阵 $X_{4F\times N}$，实现三维非刚体的重建；
6. 利用式 (2)，求到相机的外参矩阵 $\left( R_f, t_f \right)$；
7. 利用前面求到的式 (6)，求到三维空间点矩阵 $X_{4F\times N}$，相机内参矩阵 $K$，外参矩阵 $\left( R_f, t_f \right)$，以矩阵 $A_{(3d+1)\times N}$ 作为初值，对式 (26) 目标函数采用 L-M 方法进行优化求解，实现更加精确的求解；
8. 再根据式 (6)，利用优化后的矩阵 $A_{(3d+1)\times N}$，求到更加精确的三维空间点矩阵 $X_{4F\times N}$，实现精确的三维非刚体重建。
图 4 重投影误差随子空间维数变化图
Figure 4 Variation of reprojective error with the number of subspace dimensions

图 5 重投影误差随图像数变化图
Figure 5 Variation of reprojective error with the number of images

6 实验
6.1 仿真实验

从式 (3) 可以看出，子空间的维数 $d$ 反映了非刚体运动的复杂度，因此，为了验证子空间的维数 $d$ 对本文方法的影响，本文首先产生一个三维非刚体运动，非刚体由 100 个三维空间点组成，每个空间点的运动轨迹都由正交小波基的前 $d$ 个基向量线性组成，组成的系数为 $[0 1]$ 的随机数，同时，为了产生图像序列，假设相机内参矩阵

$$K = \begin{pmatrix} 800 & 1 & 320 \\ 0 & 800 & 240 \\ 0 & 0 & 1 \end{pmatrix},$$

变化相机的外参矩阵来产生 200 幅大小为 640×480 的图像，并在每幅图像中加入均值为 0，方差分别为 0.5, 1, 1.5 个像素的 Gauss 噪声，从 [1 30] 范围内变化子空间的维数 $d$，在每个维数和方差下分别运行 100 次，然后利用式 (25) 求取平均重投影误差 $e$，实验结果如图 4 所示。

从图 4 可以看出，随着子空间维数 $d$ 的增加，重投影误差越来越大，最后变化趋于稳定，原因是由子，当子空间维数 $d$ 越小时，方程组的个数越远大于未知数的个数，约束更多，求解更加稳定，因此，误差越小。在实际应用中，$d$ 的选取非常困难，其选择主要依据非刚体的运动复杂度，若非刚体运动越复杂，$d$ 值应取越大；相反，若非刚体运动越简单，$d$ 值应取越小。当非刚体运动退化为刚体运动，$d = 1$。但是若 $d$ 选择过大，会导致噪声频合成非刚体的运动，同时求解也更加不稳定；若 $d$ 选择过小，则容易将非刚体的运动细节丢失，但求解更加稳定。

同时，为了研究图像数和空间点数对本文方法的影响，在每个空间点的运动轨迹都由 Haar 小波基的前 10 个基向量线性组成的情况下，和上述方法一样，产生图像序列。首先保持 100 个空间点数不变，产生 100~300 幅图像，然后，保持 200 幅图像数目不变，空间点数由 40 变化至 400；同时，在每幅图像中加入均值为 0，方差为 1 个像素的 Gauss 噪声，并在每个图像数和空间点数下分别运行 100 次，求取平均重投影误差 $e$，实验结果如图 5 和 6 所示。
从图 5 和 6 中可以看出，本文方法随着图像数和空间点数的增加，重投影误差会越来越小，但后
面减小的速度会越来越慢。原因是由于空间点数和图像数相同时，此时的方程数未知数比较接近，
因此，求解不稳定，误差较大；相反，空间点数和图像数相同时，方程数多于未知数，因此，约束更多，
求解更加稳定，误差将更小。但随着空间点数和图像数的增加，重投影误差变化会越来越小，最终
趋于稳定。

最后，为了比较本文方法和 Akhter 方法 [16]，Dai 方法 [15] 的三维非刚体重建性能，利用上述方法
产生 100 个三维空间点，200 幅图像，在图像像素中加入均值为 0，不同方差的 Gauss 噪声，并在每种
噪声水平下用上述 3 种重建方法各进行 100 次仿真实验，然后求取重投影误差 $e$ 的平均值，实验结果
如图 7 所示。

从图 7 可以看出，本文方法的重建精度要比 Akhter 方法和 Dai 方法的重建精度都要高，原因是
由于本文方法假定相机为针孔模型，而 Akhter 方法和 Dai 方法都假定相机为正投影模型。只有当物
体到相机的距离远大于物体的景深时，正投影模型才能够近似表示相机的成像模型，否则误差比较大。
而针孔模型在各种情况下都能够较好地表示相机成像过程，因此本文方法的重建精度要比 Akhter
方法和 Dai 方法都要高。同时还可以看出，Akhter 方法比 Dai 方法的重建精度要高。原因是由于 Akhter
方法利用了非刚体运动轨迹的连续性约束，Dai 方法并没有利用该约束，因此，Akhter 方法比 Dai
方法的重建精度要高。

6.2 真实数据实验

为了验证本文方法的有效性，本文获得一个含有 300 幅的人体运动图像序列，其中的第 10 幅，第
100 幅，第 250 幅如图 8 第一行所示。从该图像序列可以看出，该人体运动为非刚体运动。在该图像序
列中，提取并跟踪了 75 个特征点（如图 8 中的圆所示）。本文选择子空间的维数 $d = 15$。利用这些特
其中第 1, 2 行为本文方法在不同视角下的重建结果，第 3, 4 行和第 5, 6 行分别为 Akhter 方法和 Dai
方法在不同视角下的重建结果；第 1, 2, 3 列分别为第 10, 100, 250 幅时刻的重建结果。同时，为了更好
地显示这 3 种方法的重建效果，本文将一些关节上的点取出，并将其点联接以构成三维骨架图，如
图 10 所示。图 10 为图 9 相应时刻和相应视角下的三维骨架图。同时，将 3 种方法重建的三维空间点

![图 6 重投影误差随空间点数变化图](image6.png)

**Figure 6** Variation of reprojective error with the number of space points

![图 7 重投影误差随图像噪声变化图](image7.png)

**Figure 7** Variation of reprojective error with image noises

图 6 重投影误差随空间点数变化图

图 7 重投影误差随图像噪声变化图
图 8 重投影误差对比图

Figure 8  Comparisons of re-projective errors. The first row is the original image sequence. The second, third and fourth rows are the re-projective errors of our method, Akhter’s method and Dai’s method, respectively. The first, second and third columns are the 10th, 100th and 250th frames, respectively. ‘○’ and ‘+’ denote the feature point and re-projective point, respectively.

及三维骨架进行重投影，重投影到原来图像中，投影结果如图 8 第 2~4 行中的 + 所示及图 11 所示。

从图 10 中三维空间点和图 11 中三维骨架的重建结果对比图可以看出，本文方法要优于 Akhter 方法和 Dai 方法。同时，从图 8 和 11 的重投影图也可以看出，本文方法的重投影结果更加接近原来的图像。最后，为了进一步衡量重建效果，计算了本文方法、Akhter 方法和 Dai 方法的重投影误差分别为 1.021, 1.841 和 2.314 个像素，本文方法具有更小的重投影误差，说明本文方法具有更高的重建精度。

7 结论

本文提出了一种基于轨迹基的三维非刚体线性重建方法，该方法利用非刚体的运动轨迹构成一个
图 9 三维空间点重建结果对比图

Figure 9 Comparisons of 3D space point reconstruction. The (first and second), (third and fourth) and (fifth and sixth) rows are different views of the reconstruction results from our method, Akhter’s method and Dai’s method, respectively. The first, second and third columns are the 10th, 100th and 250th frames, respectively.
图 10 三维骨架重建结果对比图

Figure 10  Comparisons of 3D skeleton reconstruction. The (first and second), (third and fourth) and (fifth and sixth) rows are different views of the reconstruction results from our method, Akhter’s method and Dai’s method, respectively. The first, second and third columns are the 10th, 100th and 250th frames, respectively.
图 11 三维骨架投影对比图

Figure 11  Comparisons of re-projection of 3D skeleton reconstruction. The first row is the original image sequence. The second, third and fourth rows are the re-projections of 3D skeleton reconstruction from our method, Akhter’s method and Dai’s method, respectively. The first, second and third columns are the 10th, 100th and 250th frames, respectively.

低维子空间, 同时, 该低维子空间的基可以由一组事先定义的 Haar 小波基线性表示的特性, 线性实现三维非刚体的线性重建。由于 Haar 小波基可以事先定义, 因此求解的未知数大大减少, 而且使现有的三维非刚体的重建转化为线性求解问题, 提高了算法的鲁棒性。仿真经验和真实数据试验结果表明, 本文方法能够有效地实现三维非刚体的重建。
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Abstract  This paper presents a linear reconstruction method for the 3D non-rigid based on a trajectory basis. Reconstruction of the 3D rigid can be linearly realized based on the fact that the trajectories of a non-rigid span a low-dimensional subspace that can be spanned by a Haar wavelet basis. Because the wavelet basis can be predefined, the solved parameters are deduced and the 3D non-rigid reconstruction becomes a linear solution, which can improve the robustness of the algorithm. Experiments with both simulated and real data show that the presented method can efficiently reconstruct the 3D non-rigid.
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